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BOOLEAN ALGEBRA

1. DEFINITION

A Boolean algebrais an algebraic structure which consists of a non empty set B, equipped with two
binary operations (denoted by [and O or + and ¢ or * and 0), one unary operation (denoted by /) and
two specially defined elements 0 and | (in B) and which satisfy the following five lawsfor all values of
a b, c, 0OB.
1. Closure: The set B is closed with respect to each of the two operations i.e.

alborat+ b ab B

and albora«bd db B

This property is satisfied by virtue of the two operations being binary operations. Also allB1 @' B.
2. Commutative laws:

(i) allb=b0daora+b=b+a

(i) aDlb=bOaorasb=bea
3. Associative laws:

() al(Oc)=(alb)dcora+(b+c)=(a+b)+c

(i) ad(Oc=(alb)ydcoras(bec)=(ash)esc
4. Distributive laws:

(i) aO(Oc)=(@adb)0(@0Oc)ora+(bec)=(a+b)ye(a+c

(i) ad(Oc)=(alb)0(@bOcyoras(b+tc)=ab+ae-c
5. ldentity laws:

() all0=a=00aora+0=a=0+a

all=a=Il0aorasl=a=le+a

Here 0 is the identity for the operation O or + (caled join or sum) and | is the identity element for the

operation [ or « (called meet or product) O is caled the zero element and | is called the unit
element of the Boolean algebra.

5. Complementation or Domination laws:
() adld =l ora+d =1 (theidentity for O or * operation)
(i) adda =0oraea =0 (the identity for O or + operation)
It should be noted here that & is the complement of afor both the operation (i.e. Dand O or + and ¢).
It means that the complement of an element a0 B is the same for both the binary operations.
We write this algebraic structure as (B, O, [0, /, 0, I) or (B, +, +, /, 0, I) or smply B.

The binary operation O or + is caled join or sum operation while the binary operation Cor ¢ is called
meet operation. The unary operation / is called complementation operation.

0 and | are the identities for join and meet and, product operations respectively.



9.2 DISCRETE MATHEMATICS
Note: Sometimes the dot operation () is also omitted and we write ab to denote a* b or a 0 b where
no confusion arises.
Unless guided by the presence of parentheses, the opeation * (complementations) has precedance over
the operation « (or 0 or 0) called product or meet and the operation  (or [ or 0) has precedence over
the operation + (* or ) called sum or join during simplification.
[llustration: 1 X +yez =X +(y+2)

and, X+Yyez#(X+Yy)ez

2. Xey' =Xe(Y)

and, Xe.y # (Xey)
Example 1: Let (B, +, *) be an agebraic structure. + and ¢ are two operations for the set B = {0, 1}
defined as follows

+ 0 1 . 0 1
0 0 1 0 0 0
1 1 1 1 0 1

Prove that the given set B with defined binary operations is a Boolean algebra.

Solution: 1. Closure property is satisfied as al the elementsin the two tables belong to B, i.e. The set
B is closed with respect to the two binary operations.

2. Commutativity property is aso satisfied because of the symmetry in both the tables about the
leading diagonals.

3. Associativity property isalso satisfied aswe can seefromthetablethat (1+0)+1=1+1=1 and
1+0+1)=1+1=1

Consequently 1+ (0+1)=(1+0) +1

Thus associativity is satisfied for + operation
Also(1«0)*1=0+1=0and1*(0+1)=1+0=0

Consequently (1 0)e1=1«(0° 1)

Thus associativity is satisfied for ¢ operation.

4. Distributive property is also satisfied as we can see from the table that

1+(0.1)=1+0=1 } giving1+(0+1) =(1+0)« (L +1)
and (1+0) -1+ =1+1=1 i.e. + distributes over «

Agan 1-(0+1)=1.1=1 } givingle (0+1)=(1+0) + (1-1)
and (:00+(1-1)=0+1=1 i.e. « distributes over +

5. ldentity laws: AsO+0=0and1+0=1=0+ 1. Therefore O is the identity for + operation. Again
0«1 =0=1<0and 1+1 = 1 = 1-1. Therefore 1 is the identity for « operation, Unique identities exist for
both the operations.

6. Complementation laws: 0+1=1=1+0
0:1=0=10
Therefore 1 is the complement of O for both operations.
Also1+0=1=0+1
and 10=0=0-1
Therefore 0 is the complement of 1 for both operations. Hence complements exist for each element.
Therefore (B, +, ) is Boolean algebra.
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Other lllustrations of Boolean Algebra

1. If Sisanon empty set, then the power set P(S) of S along with the two operations of union and
intersection i.e. (P(S), O, n) is a Boolean algebra. We know that the two operation 0 and n satisfy
the closure, associativity, commutativity and distributivity properties 0, A, B, C O P(S). Also the null
set [ istheidentity for the operation of union and the universal set U istheidentity for the operation of
intersection. Also there exists a complement A’ = U — A for each element A O P(S) for both the
operations.

2. The set S of propositions together with binary operations conjunction (CJ) and digunction (0) and
unary operation of negation isaBoolean algebra. F, the set of contradiction isidentity for the operation
of disunction (p O F= p) and T, the set of tautologies is the identity for the operation of conjunction
(pOT = p). Also complement of pisp' for both operation as

pOP =F (identity for O operation)

pdp =T (identity for O operation)
3. Let D,, ={1, 2,3, 4,6, 8 12, 24}, the divisors of 24.
If we define the operations +, « and/on D, as:

a+b=lcm.(ab), a-b =gcd(ab)

a= E’for any a, b 0 D,,, then
a
D,, isaBoolean algebrawith 1 as the zero element and 24 as the unit element.

2. RELATIONSHIP BETWEEN BOOLEAN ALGEBRA AND LATTICE
(Boolean algebra as lattice)

A lattice L is a partially ordered set in which every pair of elements x, y O L has a least upper bound
denoted by | ub (x, y) and agreatest lower bound denoted by g1 b (X, y).

The two operations of meet and join denoted by Oand] respectively defined for any pair of elements
x,yOLas
xOy= lub(x,y)andxO ¥ glb(x,y)
A lattice L with two operations of meet and join shall be a Boolean algberaif L is
1. Complemented: i.e. (i) if must have aleast element O and a greatest element 1.

and (ii) For every element x O L, these must exist an element x' O L such that

x Ox'= 1landxO x= 0O
2. Distributed: i.e. Ox,y,21 L

xO@Wo zr (X y) x 2
and, xOWd zr d ¥ X 2
A Boolean algebra is a complemented, distributive lattice. It is generally denoted by (B, +, «, ', 0, 1).
Here (B, +, ) isalattice with two binary operations + and « called the join and meet respectively. The
corresponding poset is represented by (B, <) whose least and the greatest elements are denoted by 0

and 1 that are also the lower and upper bounds of the lattice. (B, +.) being a complemented,
distributive lattice, each element of B has a unique complement. Complement of aisdenoted by &.

Theorem 1: Thefollowing are equivalent expressionsin Boolean algebra:

(i) a+b=b (i) asb=a (iii) a+b=1 (iv) a+b =0
Whenever any one of the above four condition istrue we can say that g < b (aprecedes b).
We shall illustrate thistheorem with the help of following twoillustrations:
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Mustration 1: If {P(S),0n ,~p ,U} is a Boolean algebra of sets, then a set
A OP(S preceds ancther set B O P(S)if A0 B. Therefore, according to this
theorem, if A 0O B

(i) ADB= B (i) AnB=A (i) A’OB U (ivf AnB' =9
[llustration 2: Let Dy, = {1, 2, 3, 4, 6, 8, 12, 24} be the set of divisors of 24. We 6
say that a < b (aprecedesb) if adividesb.
Thenl.c.m. (a, b) = b and g.c.d. (a, b) = aas shown below:
l.cm. (2,6) =6 and g.cd (2,6) =2
l.em (2, 6) =l.cm (12, 6) = 12 = lL.u.b.
gcd (2, 6)=gcd (2 4 =2=glb. !
Theorem 2: If aninteger n can be written as product of r distinct primesi.e.

n=p py...0
where p; sare distinct primes, then the lattice D,,, the divisors of n under the operations of meet and join
(Oand1) isaBoolean algebra.

[lustration: D4, is aBoolean algebra because 33 = 3.11

D5 is a Boolean algebra because 105 = 3.5.11
D4, is aBoolean algebra because 70 = 2.5.7
D, is not a Boolean algebra because 40 = 2.2.2.5
as three 2s are not distinct prime
D5 is not a Boolean algebra because 75 = 3.5.5 as two 5s are not distinct primes.

3. ATOM

A non zero element ain aBoolean algebra (B, +, «, ', 0, 1) iscalled an atom if O X1 B,
(i) xJda= a (i.e. x isasuccessor of a) as shown in fig. (i)

or (i) xOa= 0 (i.e.x and aare not related) as shown in fig. (ii).

T
< 0

@ (i)

Hence, we can say that if (B, +, «, ', 0, 1) isaBoolean algebra, then an element al B isan atom if
aimmediately succeedsOie. 0 << a.

[ustration 1. Let (B,03,,0,1) be a Boolean algebra where B = {1, 2, 3, 5, 6, 10, 15, 30} = Dy,
operations [0 and [ denotes g.c.d and I.c.m. respectively. The relation < is ‘divides. Zero element
isl

Then the set of atoms of the Boolean algebrai.e. set of elements that are immediate successors of the
zero element 1is{2, 3, 5}.

[llustration 2: Let P(A) be the power set of aset A. Then (P(A), On ') isthe Boolean agebra. If
therelation < issetinclusion (O) , then the singleton sets are the atoms and every element in P(A) can
be represented completely and uniquely as the union of singleton sets.
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Example2: Find atoms of the Boolean algebras

(i) B2 (i) B* (iii) B",n=1
where B = {0, 1} and set of binary digits with the set of binary operations + and «», and unary operation
"aregiven asfollows:

+ 0 1 . 0 1 11
0 0 1 0 0 0 110
1 1 1 1 0 1 0]1

Solution: (i) B? = B xB ={(0,0), (0,3), (1,0), (1,1)}

The operation +, and ' can be defined for B2 asfollows:
OD+@n=(0+11+) =11
01y =0n1m =0y

(01" =(0,1) =(10)
Therefore, B2 is a Boolean algebra of order 4.
The atoms in B2 are (0, 1) and (1, 0).
(i) The atoms are (1, 0, 0, 0), (0, 1, 0, 0), (O, 0, 1, 0) and (O, O, O, 1).
(iii) The atoms are n-tuples with exactly one 1.

Representation Theorem 3: Let A bethe set of atoms of B and let P(A) be the Boolean algebra of all
subsets of the set A then each x # 0 in B can be expressed uniquely (except for order) asthe sum (or
join) of atoms (= elements of A) like

X=a +a, +...+a, 10

Then the unique mapping f : B - P(A) defined as “ 35
2

f(x) ={a,a,,...,a,} isanisomorphism. ‘

[llustration: Let us consider the Boolean algebra

D ={12,5,7,10,14,3,5,70}

A ={2,57} isthe set of atoms of D,
We can represent each of the non atom by atoms as shown below:

10=2+50r205 {2,5}
14=2+70r207 "‘
3B=5+70r507 2 {7}
70=2+5+70r20507

4. SUB-BOOLEAN ALGEBRA

Let B be anon empty set and (B, +, «, ') a Boolean algebra with 0 and | as identity elements for the
binary operations+ and « respectively. Let B' be anon empty subset of B.

If B' contains the elements 0 and 1 and is closed under the operations +, « and ', then (B', +, », ") Or
(B', +, +, ", 0, 1) iscalled a sub-Boolean algebra or sub-algebra. It is evldent that B' itself |saBooIean
algebra with respect to the operations of B. If we want to check whether B’ is closed under the three
operations +, « and ', and also to check whether 0 and 1 are in B', then it is sufficient for these
purposes that we check whether B' is closed either with respect to the set of operations{+, '} or { ., '}
only. It meansthat if B' is closed under the operation + and ' or under the operations «and’ thenB' isa
sub-Boolean algebra. This is possible because these sets of operations are functionally complet due to
thefollowing properties:
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Oaldl B
atb=(-b) ..(1)
which means that if B is closed under « and ' then for
ablOBl &/ Bandded Band(atbh) B
and therefore, a+ b whichisequal to (8’ +b') aso belongsto B i.e. B is closed under + also.
Similarly we can show that if B is closed under + and ', then B is closed under « aso.
Agan l=(a-a) and0 =a-d ..(2)
which means that if a0 B and B is closed under the set of operations{ ., '} then
(@a-d)OBO O B
and (@a-@) OBO [ B
Note: 1. The subset {0, 1} and the set B are both sub-Boolen algebras.
2. '(I'heset{a, a, 0, )1} where a # 0 and a # 1, isasub-Boolean algebra of the Boolean algebra
B, + ., 0, 1).
3. Any subset of B generates a sub-Boolean algebra.

Exercise (based on above decision): Define sub-algebra. Prove that a non-empty subset S of a
Boolean algebra B is a sub algebra of B, iff Sis closed with respect to operations + and ' (addition and
complementation). [C.C.SU., M.Sc. (Maths) 2004]

Theorem 4: If S, and S, are two sub-algebras of a Boolean algebra B, then provethat S, n S, isalso
a sub-algebra of B.

Proof: Here we have to prove that S, n S, is closed with respect to the set of operations {+, '}.

Let a,b0OSNn S,.

It impliesthat:

0] abOdSO ¢a b S (asS,issubagebra) and, ..(1)
(i) abOsS0 fa b S, (asS,issubagebra) ...(2)

(1) and (2) imply that

abdsn SO @ B S S,
Therefore S, n' S, is closed with respect to the operation +.
AgainletadSn S,

O adsh @ s (as S; is sub algebra) ..(1)
Also,
O agds0O @ s, (as S, is sub algebra) ..(2)

(1) and (2) imply that @ O Sn S,
[tmeansthat adlSn S,,ad & S,
or S, n S, isclosed with respect to the operation ' (Complementation)

Thus S, n S, is closed with respect to the set of operation {+, '} and hence is a sub algebra
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[llustration: Let the Boolean algebra be expressed by the following figure.
I
a
(R
o
o)
The following two subsets are sub-Boolean algebras
B, ={a,a.,0,1}
B, ={a,*b, a+b,0,1
The following two subsets are Boolean agebras but not sub Boolean algebras
B; ={a+b, b,a1}
B, ={b, a+b,d,0
The subset By ={a, b', 0,3 isnot a Boolean algebra and hence is not a sub-Boolean algebra.

[Mlustration: Let B =D (30) ={1, 2, 3,5, 6, 15, 30} be aBoolean algebra[as 30 = 2.3.5. is a product
of distinct primes].

The subsets B; = {1, 2, 15, 30}, B, = {1, 3, 10, 30}, B; = {1, 5, 6, 30} are Boolean subalgeba of B.
The following subsets of B are Boolean algebras but not Boolean subalgebras of B. These sets are sub-
lattices of D(30).

S, ={1,2 3, 6} S, ={2, 6, 10, 30}
S, ={1,3 5 15 S, = {5, 10, 15, 30}
S3={1, 25, 10} Ss = {3, 6, 15, 30}

The following subsets are not Boolean algebras but these are sub lattices
S, ={1, 3,6, 15,30}, S, ={1, 2, 3, 6, 15, 30}

5. IDEALS OF BOOLEAN ALGEBRA

Let (B, +, », ') be a Boolean algebra with 0 and | as identity elements for the operations + and .
respectively and B' be a non-empty subset of B. Then, B' is called Ideal of B if

() abOBO +a M M, ab
(i) adB, 4] as B
Theorem 5: Intersection of two ideals of a Boolean Algebra B is also an ideal.

Proof: Let B, and B, be two ideals of a Boolean algebra B. It is required to provethat B; n B, isan
ideal of B.

As B, and B, both are non-empty subsets of B, therefore B; n B, is aso a non-empty subset of B.
Suppose a,b 0 B,n  B,, which implies that

a,b0B;andall B, ..(1)
O a+b0OB;anda+t b0 B, [asB; and B, areideals of B]
O a+b0OB;n B, ..(2)

Againas alUB;n B,
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0 alB,andd] B,
If sUB,then
a-sliB;anda-4]1 B,
0 a-stBn B, ..(3)
Thus we have proved that
i) abOBN B +a b MB; B, from (2)

and, (i) aOB;n B,$] arsnB;, B, from (3)
Hence, B; n B, isanldeal of B.
Theorem 6: Union of two ideais an ideal if and only if one of them is contained in the other.

Proof: Supposethat B, and B, are two ideals of aBoolean algebraB. Also supposethat B, O B, . We
have to prove that B, O B, isanideal of B.
(i) First we shall prove that the condition is necessary

ie if B, 0 By, then B, O B, beanidea of B

As B, O B;,wehave B, 0 B,= B,; whichisanidea of B.
Therefore, B, O B, isalso an ideal of B.

(i) Now we shall prove that the condition is sufficient B.

i€ if B, O B, isanided of B; then either B, O B, or B, O B, . We shall use method of
contradition.

Let B, O B, beanideal of B. Also suppose that B, [ B, and B,[}/ B;

O there exists an element a 0 B, suchthat a B, (D)

and also there exists an element b O B,such that b 0 B, (2

O abOBO B,

g a+b0OB0 B, (as B, O B, isanideal of B)

0 (a+b)OB,or(at bd B, ..(3)

Now if (a+b) OB,andd] B,,then(a b)-bB B, (asB,isanidead of B)
(a+b)-b0BO b B (by absorption law)

which contradicts our assumption in (2).

Similarly if we suppose another possibility of (3) i.e. a+b OB, we shal get al B, which
contradicts (1).

Hence our assumptionsthat B, [ B, and B,[J; B, arenot valid. If means one of these is contained in
the other.

Theorem 7: The necessary and sufficient codition for a non-empty subset B' of Boolean algebrato be
anideal of Bis

(i) abOBO ¢ta B B
(i) a0OB',x<x d1 x B
Proof: Conditionisnecessary: Let B' beanideal of B
then a,bOBO ¢ b B (by definition) which proves part (i)
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Againif alB',x< athenx= a+«xd B (B’ beingideal) which proves part (ii)
Condition is sufficient: Let a,b0OBT ¢a b B

and alB,x d1 x B

We have to prove that B' is an ideal of B for which

We have to show only that
alB,4] B &s B

As as.s<aandalB’
a-sB
Hence, B' isan ideal of B.

6. DIRECT PRODUCT OF BOOLEAN ALGEBRAS

If (By, +, », "0y, 1) and (B,,+,,+,,",0,,1) are two Boolean algebras, then their direct product is
defined as a Boolean algebra given by

(By X By, +3,%3," 1 03, 15)
where the operations +5,+5 and " are defined for any (ay, b;) and (a, b,) 0 Bx B, asfollows:
(8, 0y) +3(a2,by) = (ay +, a5, by +, by)
(33,01) *5 (32,0,) = (84 +13;, 1y, by)
(ay,b)" = (a,by)
03 =(01,05) ;15 = (I3, 1,)
7. BOOLEAN HOMOMORPHISM AND ISOMORPHISM
Let (By, +,+,'0,1) and (B,,*, O~ a B ) betwo Boolean algebras. A mapping definedas f : B, — B,
is called a Boolean homomorphism if all the operations of the Boolean algebra are preserved. It means
that for any
a,blB
f(a+b) =f(a)* f(b)
f(asb) =f(a)* f(b)

f(@) =f(a)
f(0) = a
f@=p

If the mapping f is one-one also in addition to being homomorphic, then this mapping is called
I somorphism.

In particular if B, and B, are two Boolean algebraic with respect to the same operations +, «, 0 and 1
then f : B, - B, iscalled isomorphism if
(iy fisone-one
(iiy f(a+b)="f(a) +f(b)
(iii) f(a.b) =f(a)+f(b)
(iv) f(@)=f(a

forany a,b O B, and B, and B, are said to be isomorphic.
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Stone's representation theorem: It states that any Boolean algebra is isomorphic to a power set
agebra (P(S),n,0,~ ,S) for someset S.
Theorems on Boolean Algebra
Theorem 8: For any Boolean algebra (B, +, ¢, /)

(i) identity for the operation + is unique.

(i) identity for the operation « is unique.

(iii) For each a O B, the complement of ais also unique.

Proof: (i) If possible, let 0, and O, be the two identities for the operation +, (0,, 0, I B) then 0, O B
is the identity and O, [J B, we have

0,+0,=0,=0,+0, (D)
Similarly 0, O B isthe identity and 0, O B, we have
0,+0,=0,=0,+0; ..(2)

Therefore from (1) and (2), we have 0, = 0;

Hence identity for the + operation is unique.

Part (ii) can be proved in a similar way.

(iii) If possible let b and ¢ be two complements of a0 B, (b, c O B), then

b=b+0 (O being identity for +)
=b+ a-c (since c is complement of a)
=(b+ae(b+0 (by distributive law)
=(a+hb)s(b+c (by commutative law)
=1e+(b+0) (since b is complement of a)
=b+c (Lisidentity of b + c for *) ...(1)
Similarflyc =c+0=c+ asb (b is complement of a)
=(c+ae(c+h) (by distributive law)
=(a+c)(b+c) (by commutative law)
=1e(b+0 (since c is complement of a)
=b+c ..(2

From (1) and (2) we have b =c¢

Thus the complement of ais unique.

Theorem 9: Idempotent laws. If a 0 B, then for any Boolean algebra (B, +, =, /) or (B, 0, [0, /)
() alla=a orata=a
(i) ala=aoraca=a

Note: We may use any one of the two set of operationsi.e. Jand O or + and e.

Solution: ()a+a=(a+a) -1 (1 is identity for )
=(ata-(at+d) (@ is complement of a)
—at+a-d (by distributive law)
=a+0 (Since asd = 0, 0 being identity for +)

=a
(i) asa=aa +0 (Oisidentity for +)
= aea + asd (@ is complement of a)
=as(a+ d) (by distributive law)
=a-l (1 isidentity for )

a



BOOLEANALGEBRA 9.11

Theorem 10: Boundedness law or Null law: For any Boolean algebra (B, +,+, /) or (B, O, [J, , /)
(i) atl=1oraldl =1 (i) a*0=00radd0=0 [ alB.
Proof: (la+1l=1+(a+1) (1 is identity for )
=(@a+d)s(@a+l (@ is complement of a)
—a+d-1l (by distributive law)
—a+d (as d+l = 4a)
=1
(i) Similarly
a*0=0+ a0
ad + a0
a(@ + 0)
asd
0
Theorem 11: Absorption law: For any Boolean algebra (B, +, ¢, /) or (B, 00, [J, /),
(i) at+ (a*b)=aoral(alb)=a
(i) as(a+b)=a orald(alb)=a ] a b0OB.
Proof: (i) Leta b OB, then

a+ab=al+ ab (1 is identity for »)
=a(1+Db)
=zas(b+ 1) (by commutative law)
—a-*1l (since b + 1 = 1 by boundedness law)
=a
(i) as(@a+b)=(@+0)s(a+Dh) (O isidentity for +)
= a+ (Osb) (by distributive law)
=a+ b0 (by commutative law)
=a+0 (as b0 =0)
=a
Theorem 12: Involution law: For any Boolean algebra (B, +,+, /) or (B, 0, 0, /),(; a B,
@)y =a
Proof: (&) = 1<) (1 is identity for )
= (a+ d)«(@) (@ is complement of a)
= a(d) + de(@) (by distributive law)
za(@) +0 (as (@)' is complement of &)
=0+ a(a) (by commutative law)
= ad + as(d)
= as(@ + (@)) (by distributive law)
= al (asd + (@) =1)
—a
Theorem 13: De-Morgan’s laws. For a Boolean algebra (B, +, », /) or (B, [0, [J, , /) we have
() (@a+b)y =dsb’or(@alb)y =a 0b [M.Sc. (Math) 2004]
(i) (a*b)y =a +b or(@adb)y =a Ob" 0 a bOB. [M.Sc. (Math) 2004-05]

Proof: (i) We have to prove that the complement of a+ b isa« b’ for which we shall have to prove
that

(@+h)y+asb =1 ..(1)
and (a + b)e(@eb) =0 ..(2
where 1 and 0 are identities for the operation ¢ and + respectively.
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To prove (1), we haveits L.H.S.
=(athy+d b =[(@a+b)+d)]e[(a+h)+b] (by distributive law)
=[(@a+ad)+ble[a+ (b+Db)] (by associative and communicative laws)
=[1+b]-[a+]]
=1e+1 [asa+1=b+1=1 by theorem 10]

=1
To prove (2) we haveitsL.H.S

=(a+ b) e (@ b)) = as(adb) + be(aeb) (by distributive law)
= (asd)eb’ + de(beb’) (by associative and commutative laws)
= 0eb' + &0 (asad =0, beb' = 0)
= pb's0 + &0

=0+0 (as @0 =b's0 = 0)
=0.

Thus having proved (1) and (2) it is proved that (a + b)’ = ab'.
(ii) Here we have to prove that the complement of (asb) isa + b’ for which we shall have to prove that

(@b)+ (@ +b)=1 ..(3)
and (asb)e(@ + b') = 0 ..(4
To prove (3) itsL.H.S.

=(ash)y+@+b)=[a+ @ +Db)[b+ (@ +b)] (by distributive law)

=[(a+d)+b]e[(b+Db)+a) (by commutative and associative laws)

=(1+b)(1+a) [asa+td=1b+b =1]
= (b + 1)@ + 1)

=11
=1
To prove (4) we haveits L.H.S.

= (asb)e(d + b') = (asbed) + (ash)eb’ (by distributive law)
= (asd)*b + as(beb’) (by associative and commutative laws)
= 0b + a0 (asad =0, beb' = 0)
= b0 + a0 (Oisidentitity for +)
=0+0 (as b0 =0, a0 = 0)
=0

Having proved (3) and (4) we have proved that (asb)’ = & + b'.
Theorem 7: In a Boolean algebra (B, +, ¢, /)
()0 =1and (i1 =0
where 0 and 1 are the identities for + and « operations respectively.
Proof: i) 0 =0+ 0
1 (assa+d =1 aldB)
1.1
0 (asad =0 O allB)

(ii) 1
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8. APPLICATION OF PREVIOUS THEOREMS IN SOLVING PROBLEMS
Example 3: If (B, +, ¢, /) isaBoolean algebraand a, b 0 B then prove that

(i) a+tadb=a+b (i) a*b=al ab =0
Solution: (i) a+b =(a+b)e1
=(@a+b)e(a+a) (asl=a+4d)
= a+ bed (by distributive law)
=a+db (by commutative law)
or a+dsb=a+b
(i) ash’ = (asb)b’ (assa=ab is given)
= ae(beb) (by associative law)
= a0 (as beb’ = 0)
=0 (by theorem 10)

Example 3: Prove that in a Boolean algebra (B, +, ¢, /), asb + bec + cea = (a + b)+(b + C)*(Cc + a)
0 ab,cOB.

Proof: RH.S. = (a+ b)s(b + ¢)¢(c + @)

= (a + b)e[(c + b)s(c + a)] (by commutativity)
= (a + b)e[c + bed (by distributivity)
= ac + bec + as(bead) + be(beaq) (by distributivity)
= aCc + bec + (a*a)*b + (beb)ea (by commutativity and associativity)
= aC + bec + asb + bea (asasa=a, b*b = b)
= aCc + bec + (asb + asb)

= asCc + bec + ab (assa+ta=a)
= ab + bec + cea

Example 4: Provethat: (i) (a+b)=b = a +b =1 (i) @ +b=1< a.b =0

Solution: (i) To prove it we shall prove
(@ a+b=b0a b 1
and (b)a+b=10&a b b
To prove (a), let a+ b =bthen,a +b =d +(a +b)
=(@+a +b=1+b =1
To prove (b) let 8 +b =1, thena +b =1.(a +b)
=(@ +b)-(@a+b)
=(@-a+b
=0+b=>D
Hence from (&) and (b), we have
(@+b)=b = a +b=1
(ii) To prove it we shall have to prove that
(@) ifa +b=21Lthenaeb =0or d +b =10 a-.-B= 0
and (b)if asb' =0thend +b=10r asd =00 & b 1
To prove (a), Let @ + b =1, thena«b =(d) B
=(@ +hy (by De, Morgan law)
=@ [ + b =1lisgiven]
=0 [Complement of 1 = O]
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To prove (b), let a«b’' =0,thend +b =d +(d) =0
= (ao b’)'
=0y
=1
From (a) and (b) we have
a+b=1<a.b=0
Example5: If (B, +,+,0,1') isaBoolean agebraand a,b [ B, then prove that

(i) at(@a+b)=a+b (i) as(asb)=a-b
(i) a+ad+b=a+hb (iv) @ +a<b=4d +b
Solution: (i) a+(@+b) =(a+a) +b (associative law)
—a+b (ssat+ta=a
Hence proved.
(i) a«(a.b)=(a-a)+b (associative law)
=a-b (asa-a = a)
Hence proved.
(i) a+d+b=(@a+d).(a+bh) (by distributive law)
=1l.(a+b)
=a+b
Hence proved.
(iv) @ +asb=(d +a)«(d +h) (by distributive law)
=1.(a +b)
=a +b

Hence, proved.

Example6: Let (B, +, *, /) be aBoolean algebraand a, b, x [ B. Then,
(i) ifa*x=b*xand a*x' =b* X, provethata=b
(i) ifa+x=b+xand a+x' =b +X, provethata=h

(i) if x+a=x+band x*a=x* b, provethat a=b. [M.Sc. (Maths) 2004]
Solution: (i) a* x=b* x ..()
a*x =b*x ..(2)

Combining the elements on LHS and RHS, of (1) and (2) by the operation +, we have
a*x+a*x ' =b*x +b*x

or a*(x+x)=b*(x +x) (distributive law)

or a*l=Db*1

or a=b

(i) a+x=b+x ..(1)
a+x' =b+x +(2)

Combining the elements on LHS and RHS of (1) and (2) by the operation * we have
(@+x)*(@a+x) =(b +x)* (b +x)
or a+x*x =b+x*x (by distributive law)
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or a+0=b+0
or a=b

(iii) a=za+asx
asatasx
as(a+x)
a-(x +a
as(x +h)
a-x +a-b

Xeataeh
Xeb+aeb
(x+a)ehb
(x+b)«b
Xeb+beb
Xeb+b
=b+bex
=b

9.15
(as x* x' =0)

(by absorption law)

(as a.a=a)

(by distributive law)

(by commutative law)
(x+a=x+bisgiven)
(by distributive law)

(by commutative law)
(as xea = x-+b isgiven)
(by distributive law)

(x +a = x +bisgiven)

(by commutiative law)
(by absorption law)

Example7: Let (B, +,-,/) beaBoolean algebrawith 0 and 1 as identities for the operations + and .

respectively and a,b [ B. Prove that:
i)y a*b'=00 & b b

(i) asb=al a<b= 0

Solution: (i) a<b=a

Now, a-b' =(a-b)«b
=a«(b.b)
=a-0
=0

(i) a-b'=0

Now, atb=(a+b).1
=(a+b)«(b +b)
=(b+a)-(b+b)
=b+a.b
=b+0
=b

Hence proved.

(i) a+b=b

Now, a-b=a+(a+hb)
—a.ata-b
=a+a-b
—a

Hence proved.

(i) a+b=b0 a-x a
(given)
(Putting a=a+b asgiven)
(by associative law)

(as beb' =0)
(as a-0=0)
(given)

(Identity property)
(commutative law)

(by distributive law)
(as a-b' =0 isgiven)

(given)
(asreplacing b by a+ b as given)

(by absorption law)
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Example 8: In Boolean agebra (B, +, ¢, /), provethata+b=0 = a=0,b=0.

Solution: Let a=0and b =0, then
a+b=0+0=0
Aganleta+b=0,then
a=a+0=a+beb =(a+ b)(a+b)
=0e¢(a+b) as(a+b=0gven)
=0
and b=b+0=b+ad =(b+ae(b+4d)
=(@a+he(b+ad)=0(b+a)=0
From (1) and (2) the result is proved.

(D)

(2

Example 9: If (B, +,+,0,1,/) isaBoolean agebraand a,b,c U B then. Prove the following:

(i) (@+b)e(@ +c)=d+b+a-c

(i) asbec+asb.c +ashec+debec =asb +bec +c-a

Solution: (i) LHS=(a+b)«(@ +c)
(@a+b)ea +(a+h)ec

=—a.a +b.d +ta-c+b-c
=0+b.a +asc+b-c
=as.c+bed +hec
=as.c+bead +bhc-1

asCc+bed +hece(a+4d)
asc+bea +becea+be.c-d

asc+becea+ab+aebec

asc+asceb+aebe(l+c)
asce(l+b)y+aebel
ascel+a-«b

=—asc+a-h

=ab+a-.c
(i) LHS=asbec+a-bec +asbsc+d-bec
asb(c+c)+a.bec+d-bec
asbel+asb.c+d-bec

asb+a.b'ec+d-b.c
alpb+b'ec] +d +b-c
as[(b+b)+(b+c) +ab-c
as[le(b+c)] +a-+bec
as(b+c)+ae«b.c

asb+asc+a-b-c
asb+(@a+a-+h).c

(by distributive law)
(by distributive law)

(asa<a =0)
(by associative law)

(by associative and commutative law)

(as1+c=1)

(asc+c' =1
(by distributive law)

(by distributive law)
(asb+b' =1)

(by distributive law)
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—asb+(a+a)-(a+h).c (by distributive law)
—asb+l.(a+b)ec (asa+a =1
zaeb+asc+be.c (by distributive law)
za.b+bec+cea (by associative and commutative law)

Example 10: Let (B,+,-,/,0,1) be aBoolean agebraand x,y,z [0 B. Prove that:
(i) (x+y)e(X' +2)e(y +2) =X+Z +y+z +XYy

(i) (X+y)+(X +2)=x-z+y+z +xy

(i) Xez+yez+X ey =Xez+X oy

Solution:
(i) (x+y)e(X' +2)+(y +2)
=(X+Y)e(z+X)e(z +Yy) (by commutative law)
=(X+Y)e(z+X y) (by distributive law)
ZXeZ+XeX ey +tyezZ+yex ey (by distributive law)
=XeZ+0ey+yez+X eyey (asxe+x')=0
=XeZ+YyezZ+X oy (asy-y=Y)
Hence proved.
(ii) (x+y)e (X +2)
ZXeX +XeZ+YeX +yez
Z0+XezZ+Yyez+X oy =XZ +yz +X'oy (by associative and commutative laws)
Hence proved.
(iii) XezZ+yez+X oy

=XZ+X ey +yezel
=Xez+X oy +yez(Xx +X) (asx +x' =1
ZXezZ+X oy tYyezZeX tyezeX

= XezZ+Xeyz+XYy +X oyez (by associative and commutative laws)
S (XeZ+XeZey) +(X' oy +X eyez) (by commutative law)
=Xez+X'y (by absorption law)

Example11: Expresseach of thefollowing propositional statementsin Boolean algebra (B, +, « /, 0,1)
and thensimplify (p,q U B).

@ pOaq (i) p=g @iy (pUo= [(A-( &) d]
(symbols Oandd may be takenas * and + for the sake of convenience)
Solution: ) PO & { P & # q
(ii) p-ag=(0Oad @ p

=(pOad« @ p

(P +a)-(d +p)
peqd +Pgep+qed +qep (by distributive law)
=pe+q +pep +q-d +p-q (by commutative law)
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:pﬂq+0+0+pq (mpm%updzm
=peq+p-q
(ii) (PO [(E-( @) d]

=p.q+[(p+a)-q]

=p.q+(p+q) +q (by DeMorgan’s law)

:p.q+ﬁ.q+d

=(p+p)-q+q (by distributive law)

=lg+g (sp+p =1

=q+q

=1 (esq+q =1
9. DUALITY

Definition: The dual of any statement in a Boolean algebra B is the statement which is obtained by
interchanging the operation + and ¢ (or Jand [)) and aso interchanging their identity elements 0 and 1
in the original statement.

For example the dual of a+ 1 =1 isa0 =0, the dua of (0«a) + (b*1) = bis(1+a)(b +0) =bh.
Principle of Duality: The dual of any theorem in a Boolean algebrais also a theorem.

10. BOOLEAN EXPRESSIONS
Let (B, +,+, /) or (B, [J, [0 /) be aBoolean algebra, where B = {Xy, X,...} isanon empty set, + or [J
and « or O are two binary operations, / is a unary operation. 0 is the identity element for the operation
+ or Oand 1 isthe identity for the operation « or C. Then x;, X,, ... are caled variables. A variable x;
can assume the value x; or its complemented value x;'. 0 and | aso belong to B.
10.1 Definition
1. Literal: A literal isavariable or acomplemented variable such asx, X', y, y' & so on x,, X, aretwo
literalsinvolving one variable x,.
2. Boolean Expression: LeteB=(X, [0 0" 0, 1) or (X,«+,,0;1) beaBoolean algebra. A Boolean
expression in variablesx,, X,... X, each taking their valuesin the set X is defined recursively asfollows:
(1) Each of the variables x4, X,, ... X, aswell as the elements 0 and | of B are Boolean expressions.
(2) If X, and X, are previously defined Boolean expressions, then X, O X,, X; OX, and X," are aso
Boolean expressions. e.g. X;, X5 are Boolean expressions. By (1) and (2)

X, O X4 is also Boolean expressions by (2)

X, O X4 is also Boolean expressions by (2)

(x, Ox,) (x4 Oxg') is also Boolean expressions by (2) repeatedly
A Boolean expression in Xy, X, ... X, is denoted as X = X(Xy, X, ... Xp)-.
Similarly 0+ x; ,(X; *X,)', (X; + X,) * (X, *X,) are Boolean expressions.
In fact a Boolean expression generated by x,, X,, ..., X, is a combination of elements of B and the
operations of meet, join and complementation.

3. Minterms. A fundamental product or a minterm is a literal or a product or meet of two or more
literals in which no two literals involve the same variable.

Thus xZ', xy'z, X, y', X'yz are fundamental products, (these can be writtenasx 0z, x Oy'0 z, X, Y',
x' Oy Oz aso) but xyx'z' and xyzy' are not literals as x, X' and y, y' involve the same variables x and
y respectively.
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Any product of literals can be reduced to either 0 or afundamental product

e.g. XeyeX'ez = 0 since x*x' = 0 (complement law)
and Xoyezey = Xeyez (idempotent law)
A fundamental product P, issaid to be contained in or included in another fundamental product
P,, if the literals of P, are also literals of P,

e.g. X'z is contained in x'yz

But X'z is not contained in xy'z since X' is not aliteral of xy'z.

P, is contained in P, means P, = P;+Q, then by the absorption law P; + P, = P; + P;*Q = P;

Thus for instance X'sz + X'eyez = X'z

(Here + and « are two binary operation of the Boolean algebra).

Alternative Definition of Fundamental product or Minterm

A Boolean expression in k variables x4, X,, ... X iscalled aminterm if it isof theformy, Oy, O...0O
Y- Where each y; is aliteral (i.e. either x; or x'j) for 1< i<k andy; #y; fori #].

It means a minterm in k variables is a product or meet of exactly k distinct variables e.g. x; X, isa
minterm in two variables x; and X,.

Note: x; O X," means the same thing as x;*X,'".

Note: Distinct variables means literals none of which involves the same variablesi.e. literals x; & X’
are not distinct as both involves the same variable x;.

11. SUM OF PRODUCTS EXPRESSION

Definition: A Boolean expression E is caled a sum-of-products expression if E is a fundamental
product or the sum of two or more fundamental products none of which is contained in another.
[Note: Such type of fundamental products are called distinct minterm].

Definition: Let E be any Boolean expression. A sum-of-products form of E is an equivalent Boolean
sum-of-products expression.

[llustration: Consider E; = xz' +y'z + xyZ'
and E, =xZ' + X'yz' + xy'z
Although E; is asum of productsit is not a sum-of-products expression, as product xz' is contained in
the product xyz'. However by absorption law, E; can be expressed as

E,=XZ +y'z+Xxyz =xz' +xyz' +y'z

=Xz +y'z

This gives a sum-of-product expression form for E; » E, is already a sum-of-product expression.
Example 12: Express E = ((xy)'2)' (X' + 2)(y' + Z'))' as a sum of product expression

Solution: E=(xy)" +2) (X' +2) + (y' +2)") (by De-Morgan's laws)
= (xy +Z) (xz +yz)
= XyXZ' + xXyyz + xz'z' + yzz (by distributive law)

=Xxyz + xyz + xz2' + 0 By commutative, idempotent & complement laws.
[each term is a fundamental product or zero, but xZ' is contained in xyZz']
= Xyz + XZ' + Xyz' = xyz + xz' (By absorption law and identity law)

[a sum of product expression]

Alternative definition of sum of product expression: Sum of product expression is a sum (or join)
of distinct minterms (i.e. fundamental products none of which is contained in the other.)
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12. DISJUNCTIVE NORMAL FORM (DNF) OR COMPLETE SUM-OF-PRODUCT FORMS OR
DISJUNCTIVE CANONICAL FORM

Definition: A Boolean expression E = (X4, X5, ... X,) is said to be a complete sum of products
expression if E is a sum-of-products expression where each product P involves all the n variables.
Such a fundamental product P which involves all the variables is called a minterm and there is a
maximum of 2" such products for n variables.

[llustration: xe(y'sz)’ or x O (y' O 2)

= xe(y + 7)
Xoy + XoZ' (sum of product expression)
Xeye(z + Z) + xeZ+(y +Y')
Xeyez + Xoyoz’ + Xoyoz’ + xoy'oz’

= XeyeZ + XeyeZ + Xey'eZ (complete sum-of-products form or DNF)
The last result can also be written as

xOyOzOxxOyOdOz)ydx Oy OZ)
,(Alter;]ative definition of complete sum of product expression or Disjunctive Normal form
DNF

A Boolean expression involving k variablesisin diginctive normal form (DNF) if it isajoin or sum of
distinct minterms each involving exactly k variables e.g. the Boolean expression in 2 variables.

XX X9) = (X" Uxy) O(xg Oxy) O(x¢" Oxy) ..(1)
isin DNF, asit ajoin of 3 distinct minterms each involving exactly 2 variables.
Note: Distinct minterms means that none of the minterm is contained in the other.
The expression (1) in the notation of + and  can be written as X(Xy, X5) = X;'*Xy + X1°X,' + X;'*X,

13. COMPLETE DISJUNCTIVE NORMAL FORM

A DNFinn variableswhich contains all the possible 2" termsis called the complete DNF in n variables.
For example a complete DNF in two variables is xy + X'y + xy' + X'y’ (it contains 22 = 4 terms) and
complete DNF in three variables is xyz + xyz' + xy'z + X'yz + X'y'z + xy'z' + X'yz' + X'y'z (it
contains 23 = 8 terms).

Note: A complete D.N.F. isidentitically 1.
Example 13: Obtain a disjunctive normal form for the expression

X(Xq, Xo0 X3) = (X1' O Xp) O (%, UX3) ..(1)

Solution: x;" Ox, = (X;" Ox,) Ul (Identity law)
= (X' Oxy) O(x3 Ox3) (complementation law)

= (X' Ox, Ox3) O(x" Ox, OX3") (Distributive law) ...(2)

Also X, Oxg = (X, Oxg5) O (Identity law)
= (x; Oxg) O (X, OX5) (complementation law)

= (x; Oxg Oxy) O(xq Oxg UX,) (distributive law)

= (X Ox, Oxg) O (X Oxy' Oxg) (commutativity law) ...(3)

Therefore putting values from (2) and (3) we have from (1)
X(Xq, X9y X3) = (X' OX, OX3) O (X" OX, OX3") O (X 0%, OXg) O(Xy OXy' OXg)
which is a DNF.

Example 14: Obtain the sum of products in canonical form of the following expression
(X Oxyp)" O(xy" Oxg) [UPTU., MCA | Sem., 2001-02]
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Solution: (x5 O Xy)" = x;" OXy' (De-morgain’s law)
= (xy Oxy) Ol (identity law)
= (X, Ox)) O(x3 Ox3) (complementation law)
= (X Oxy' Oxg) O(xy" Oxy' Ox3") (distributive law) ...(1)

Agan (X' Ox3) = (xy' Oxg) O1 (identity law)
= (x;' Oxg) O (X, Ox5) (complementation law)
= (X' Ox3 0xy) O(x;" Ox3 Ox%5") (distributive law)
= (X' Ox, Oxg) O (X" Ox,' Oxg) (commutative law) ...(2)

Putting values from (1) and (2) the given expression,
= (X Oxy' Oxg) (X Oxy' Ox3) O(xy" Oxy, Oxg) O (X" O Xy OXg)
which is the requires D.N.F. of the given Boolean expression.

14. MAXTERM

A Boolean expression in k variables x,, X,, ... X, is called maxterm if it isof theformy, Oy, O...0Oy,
i.e. ajoin or sum of exactly k distinct variables (i.e. literals none of which involves the same variables)
where each y; is aliteral (either x; or x') for 1<i<kandy; #y; fori #j.

15. CONJUNCTIVE NORMAL FORM (CNF)

A Boolean expression in k variables isin CNF if it is a meet or product of distinct maxterms, each
involving all thek variables.

[llustration: The Boolean expression,
X(Xq, X900 X3) = (X1 O Xy OX3) O (X, Ox,' Oxg) O(x," Ox, Ox5') isin CNF asit isthe meet or product
of 3 distinct maxterms each involving 3 variables.
Example 15: Obtain CNF of Boolean expression

X(Xq, X90 Xg) = (Xg O X5)" O (X" OXg)' ..(1)
Solution: (X, O xy)" =x;" Ox,' = (x;' Oxy) OO0
(x1" Ox3") O (xg O x3)

= (X' Oxy' Ox3) O(x" Ox,' Ox3") ..(2)
[Applying De-Morgan, Identity, Complementation & distributive laws respectively)
Smilarly (x;' OxXg)' = (X3 X, Oxg3) O (Xq Oxy OX3Y) ..(3

Using (2) and (3) we get R.H.S. of (1) as

= (X Oxy Oxg) O(xy" Oxy Oxg) O(xg Oxy' Oxg) O(Xq Ox, OX5') which isin CNF
Complete Conjunctive normal Form: A CNF in n variables which contains all the possible 2"
factorsis called Complete CNF in n variables.

For example Complete CNF in 2 variables x, y is (X +y) (X' +Y) (x +y') (X' +y') (containing 22 = 4
terms) and complete CNF in 3 variables X, y, zis(x +y+2) (X +y+2) (x+y +2) (x +y + Z)
X +y +2)(x+y +7Z) (X +y+2Z) (X +Yy +2), (containing 22 = 8 terms)

Note: A complete CNF isidentically O.

16. EQUIVALENT BOOLEAN EXPRESSIONS

Definition: Two Boolean expression are equivalent if and only if their respective canonical forms are
identical.

17. REDUCTION OF BOOLEAN EXPRESSION TO SIMPLER FORMS

Simpler form means, that the expression has fewer connectives and al the literals involved are distinct.
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Example 16: Reduce to simpler form, the Boolean expressions

(@) X(xg, X) = (xg Oxp) O (xy Uxy)

(b) X(x1, Xz X3) = (X O xp) U (xy Oxy' Oxg) O (xy Lxa)

Solution: (8) R.H.S. = ((x; Ox,) Oxy) Ox,' (Associative law)
= (x Oxy) Ox) (Absorptions law)
=%, O(x, Ox%5) (Associative law)
=x, 00 (Complementation law)
=0 (Identity law)

(b) RH.S=[x; O{x, O(Xy' Ox3)}] O (x; OXy5) (Distributive law)

=[x O{(x, Ox,) O (X, Ox3)}] O(xy Oxg) (Distributive law)
=[x, O{1 O (X, Ox5)}] O(xq UXy) (Complementation law)
=[x, O, Ox3)] O(xq Oxg) (Identity law)
= [(xg Oxy) O(xg Ox5)] O (Xg UXg) (Distributive law)
= [(xg Oxy) O(x Ox3)] O (X3 Oxg) O (X OXg)

= (X Ox, Oxg) O(xq Oxg) (Idempotent and Associative law)
= (X, O[(x, Oxg) Ox3)] (Distributive law)
=Xy UXg (Absorption law)

Example 17: Simplify the following Boolean expressions:

(i) XXy + XqXy (i) xy +xy +Xy (i) XyYZ +Xyz +%yz+Xyz

Solution: (i) XX, + XX,

=Xy (Xz +Xp) =Xl =%

(i) Xy + Xy +Xy
=Xy +XY +Xy +Xy (Idempotent 1aw)
=Xy +X'(y +y) +Xy (distributive |aw)
=xy + X «1+XYy (complement law)
=(x+x)y+x
=1ley +X
=y + X'

(iii) X'yYZ +Xyz +Xyz+Xyz
=XY(Z +2) +Xy(Z +2) (distributive law)
=Xy l+xXyel (complement |aw)
=Xy +xXy (identity law)
=X (Y +y)
=x'el=X

Note: Such type of simplification is also possible with the help of K-maps.
Example 18: Simplify the following Boolean expressions:

() (@atbhy-a b (i) (@a+de+b)«(d +a-bh) (iii) asb+a+b +d.b+a-b
Solution: (i) (a+b)y«a'+b
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—a.adeb +bed b
=(a«d)+b +(bed).d
=0.b' +0.4
=pb«0+d-.0
=0+0
=0

(i) (@a+ae«b).(@ +aeh)
=(a+ad)s(a+b)«(@ +a).(d +h)
=le(a+h).1(a +b)
=(a+b)-(a +b)
=(b+a)+(b+a)
=b+a«ad
=b+0
=b

(iii) asb+a.b +db+a-b
—asb+a.b +d<b+d.H
—as(b+b)+d«(b+H)
—a.l+a.l
—a+ad
=1

Example 19: Simplify the following Boolean expressions:
(i) x+y+ (X' +y +2f

(i) xey+(x+y)eZ +y

Solution: (i) Xey+(X +y)eZ +y
=Z(Xey+y)+XeZ +yeZ
Sy+XeZ +yeZ
=(y+yeZ)+x.Z
Zy+XeZ

(ii) X+y+(X' +y +2)f
=S(X+Yy) +Xey oZ
=(x+y+x)e(Xx +y +y) (X ty+Z)
=(X+y)e(x+De(x +y +Z7)
=(X+Yy)ele(Xx +y +2)
=(x+y)e(x +y +2)
:X+y

Example 20: Simplify the following Boolean expression
YeZ+WeX+Z+[WezZe(Xey +We2Z)

9.23

(by distributive law)
(by associative and commutative laws)
(asa<d =0andb+b =0)

(by distributive law)

(by commutative law)
(by distributive law)

(by associative law)
(by distributive law)

(asa+a =1

(by distributive and associative law)
(by absorption law)
(by associative law)
(by absorption law)

(by De Morgan's law)

(by distributive law)

(by idempotent and complement law)
(by boundedness law)

(by identity law)

(by absorption law)
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Solution: Yez+WeX +Z+[WeZe(Xey +We2Z)
=(Yez+Z) tWeX tWeZeXey tWeZeWeZ

Z+(WeX +WeXeZey) +(Wew)e(zez) (by absorption law and commutative law)
Z+WeX +WezZ

=(z+zZew) +Wex

=Z+WeX (by absorption law)
Example21: Simplify the following Boolean expressions:
(i) (@b +cy (i) asbec+a +b +c
(iii) asb+[(@+b).b] (iv) [@+b) +a]-(a+B)
Solution: (i) (a<b' +c)
=(a<b) «¢ (by De Morgan's law)
=@ +h).c (by De Morgan's law)
(ii) asbec+a +b +c
=asbec+(aebh«c) (by De Morgan's law)
=1 (asa+a =1
(iii) asb+[(@a+b)eb]
zasb+(a+b) +b (by De Morgan's law)
—asb+a+b+b (by De Morgan's law)
—asb+ (b +d b (by Commutative law)
—asb+(b +a)«(0 +b) (by distributive law)
=asb+(b +d)-1
za.b+ad +b
—asb+(a-b)
=1 (asa+a =1
(iv) [(@-b)+a]-(a+b)
=[(a+b)+a]+(a' «b) (by De Morgan's law)
=(a+ta+h).(a«b) (by commutative law)
=(a+h)«(a«b) (assa+ta=a)
=za«a«b+bed b (by distributive law)
=(acd)eb+(beb)ed (by associative and commutative laws)
=0+.b+bead (asa<a =0andb.b =h)
=b.0+ab
=0+ab
=ab

Example 22: Prove that :

(Xg + X5 + X5 +X) e (X +Xy +Xg +Xg) e (Xp +X, +X3 +X4) < (Xp + X5 + X3 +X,) =X +X;
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Solution: (x; + X, + X5 +X,)« (X3 +%, +X3 +X,)

=X Xy X5 +X,0X, (by distributive law)

=X +X, +X3+0

=X) +X, +X5 (D)
Again (X1 + X5 + Xz +Xg)+ (X; +X; +Xg +Xy)

=X, X, + X5 +X40X,

=X +X, +X3 +0

=X X, +Xg ..(2)
Combining (1) and (2) by operation.

(X + X5 + X3 +X) e (X + X5 +X3 +Xg) ¢ (X Ky +Xz +X4) ¢ (X + Xy + X5 +Xy)

= (Xg + X5 +X3) e (X +X5 +X3)

=Xp + X5 +X50Xg (by distributive property)
=x; +x, +0 (asxex' =0)
=X +X, (by identity property)

18. CONVERSION OF GIVEN BOOLEAN EXPRESSIONS INTO EQUIVALENT DISJUNCTIVE
NORMAL FORM OR SUM OF PRODUCT CANONICAL FORM

Example 23: Determine disunctive normal form or sum-of-product canonical form equivalent to the
following Boolean expressionsinthreevariables:

(i) (x+y2)-(y+2) (i) (x'+yy+yz
(i) y(x +y2) (iv) x(xy'+x'y+Yy 2)
(V) (X'ey)«(X +Xxeye2)
Solution: (i) (X +y'+2)(y +2)

SXeYy+XeZ +Y ezey+yezZ

SXY+XeZ +Zeyey +Y ezeZ

= Xey+XeZ +2e0+Yy 0 (asy-y =z<Z =0)
=Xey+XxezZ +0+0 (by boundedness law)
:X.y+X.Z'

Xeyel+XxeZol
Xeye(z+2Z)+xZ(y+Y)
XeYeZ+XYeZ +XoyoeZ +Xey Z

XeYeZ+XeyeZ +Xeoy Z (by idempotent law)
(ii) (X' +y)y +y .z

=XeY +Yy ez

= Xey el+y ezel

=Xeyo(z+Z)+Y ezo(X +X)

SXeY' Z+HXY Z +XeyYez+X Yy 2z

SXeY ezt XY Z +X 0y o2 (by idempotent law)
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(iii) y(x+y-2)
=ye(X'+(y+2)) (by De Morgan's law)
=yex'o(y +2) (by De Morgan’s law)
=X eyey +X oye? (by commutative and distributive law)
=X e0+X eyeZ
=0+XsyeZ (by boundedness law)
=xeyeZ
(iv) X(Xey' +X'y+Yy -2
SXeXey +XeX oy +Xey oz
=Xey +0ey +Xsy o2 (by idempotent and identity laws)
:x.y’.1+y.0+x.y.z
=Xeye(z+2) +0+Xey ez (by identity and boundedness laws)
SXeY ezt Xey oeZ +Xoy oz
SXeYoeZ 4+ XY eZ+XeY o2 (by associative law)
=Xey eZ+Xey o7 (by idempotent law)
V) Xy (X +xeyeZ)
=(X+Y)s (X +Xeye?) (by De Morgan’s law)
SXeX +XeXeyoZ +X o) +Xoyy o7 (by distributive and commutative laws)
Z0+XeyeZ +X ey el +Xe0e?Z (by identity and idempotent |aw)
=XeyeZ +X oy o(z+2Z) +0 (by identity and boundedness law)

=XeyeZ +X oy ez +X oy 7
Example 24: Express the following functions in their equivalent digunctive normal forms:
(i) x+x'.y (i) (xy +x2) +X
Solution: (i) x+ X ey
=Xel+X' ey
=Xe(yty)txey
S Xey+Xey +X oy

(i) (Xey' +Xxe2) +X
=(Xey) oe(Xez) +X (by De Morgan's law)
=(X' +y)e(X' +7Z) +X (by De Morgan's law)
=X eX +tyeX +X o2 +yez +X (by distributive law)
=(X' +X ey)+yZ +(X 2 +X%) (by commutative and associative laws)
=X +yeZ +X (by absorption law)
=X +X +yeZ (by commutative law)
=X +yeZ X' +x =x)

:X’.l.l+y.z’.1
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=X e(y+Y)e(z+2Z) +yeZ +(x +X) (asx+Xx =y+y =z +7 =1
=X e(YeZ+Y Z+YeZ +Y oZ) tyeZ oeX +yeZ oX
=X eyezZAX oY eZ+X eyeZ +X oy ¢Z +XeyeZ +X oyeZ

=X oyeztX oY eZ+X eyeZ +X oY o2 +Xoyez ?))((’:)}//éz’ﬂ(-y-ZE

whichisin D.N.F.

Example 25: Expressthe following Boolean expressions into their equivalent disjunctive normal form
inx,yandz

(i) x+y (i) x (i) (z+y)(Z +Y)
(iv) Xeyez+X+XZ+Yyez
Solution: (i) x+Yy

=Xelel+yelel

=Xe(y+y)e(z+Z) +ye(x +X)+(z +2)

=X‘(y'Z+Y'Z' +)/'Z +y i) +y0(X-Z +XeZ +X ¢Z +X .2) (%/NdlgrlbUtlve)

:X.on+Xoy.Z' +X.y.z +Xoy .z
+XoYeZ+XeyeZ X' oyez+X eyeZ (by distributive and commutative laws)

SXeYeZ+XeYoZ +XeY eZ XY oZ +X eyeZ +X oyez
which isin D.N.F.

(i) X = Xelel
=xe(y+y)e(z+2)
=Xe(yez+yeZ +yz+Yy o2) (by distributive law)
S XeYeZ+XeYoZ +XoY eZ +Xey o7 (by distributive law)

which isin D.N.F.
(iii) (z+y)(Z +Y)
=ZeZ +Zoy +tyeZ +yy
=0+zey +ye7Z +0
=Zey elt+yeZel
=(Zey)e(x +X) +yeZ(x +X)

SXeY oeZ4X oY ZH+XeyeZ +X oye? (by distributive and commutative law)
which isin D.N.F.
(iv) XeYyeZ+X+Xez+YyZ

=XeYeZ+Xelel+XezZel+yezel
S XeYeZ+Xo(Yy+Y)e(z+2Z) +Xez(y +Y) +yeze(x +X)
SXeYoeZ+XoeYeZ+XeY oZ+XoYeZ +XY ¢Z +XZoy +XeZoy
+yezZX +yezeX (by distributive law)
S XeYeZ+XeY eZ+XeyeZ +Xeoy eZ +Xeoy oz +X oyez (by commutative law)
Also (XeyezZ+XeyezZ=Xeye2Z)



9.28 DISCRETE MATHEMATICS

Example 26: Convert the following Boolean expressions into equivalent sum of products cononical
form in three variables x, y and z:

(i) x-y (i) (xey) +z
Solution; (i) Xey =Xeyel=Xeye(z+2Z)

= XeYyZ+XeyeZ
which isin D.N.F.
(ii) (xey) +z
=x'+y +z
=X elel+y elel+zelel
=X (y+Y)(z+Z) +y (2 +2) (X +X) +Z(X +X)(y +¥)
=X'(yz+yZ +yz+yZ2) +y (xz +x z +xz +X2) +z(xy XYy +xy #'y)
=X'yz+XyZ+Xyz+Xyz +xyz+xyz+x'yz+x'yz+xXyz+xy7z
+X'yz+xy'z
=xX'yz+XyZ +Xyz+xyz +xYy 'z +xy z +xyz
which isin D.N.F.
Example 27: Find disunctive normal form equivalent to
X+y+2)(xey +x'Z) [C.C.S.U., M.Sc. (Maths) 2004]
Solution: (X +y +2)(Xey +X' oZ) =(X +y +2)o[(XYy) o« (X «2)]

=(x+y +2)[(X' +Y)+(x +2)] (by De Morgan law)
Z(X+tYy+2)e(X'eX +X ez +Y X +Y 2) (by distributive law)
S(X+Yy +2)e(XeX +X ez +Xey +Y 2) (by commutative law)
=(X+y+2)(0+xX' ez +Xey +Y ¢2) (asxe+x' =0)
S(X+tYy+2) (X' eZ+Xey +Y e2) (identity property)

SXeX ZHXoXoY +XoY eZ+X YeZ +XYoy +Yyoy oZ

+X'ezez+ Xy z+Y ezez (by distributive and commutative law)
Z0ezZ+Xey +XoyY eZ+X oyezZ +Xe0 +0e¢Z +X 0Z +Xoy Z +Y oZ

(asxex' =yey =ze¢Z =0andXex =X,yoy =yandz.z =2)

SXeY +XeY Z+X eyezZ+X eZ+Xey ez +y ez as0ez=0ex=0
SXeY el+XeyoezZ+X oyez+X ezel+y ezl
=Xy (z+Z)+XeY ez +X syezZ +X oZ(y +y) +y «Z(X +X)
SXeY eZ+AXoY Z +XeYoZ+X eyeZ +X oyez +X Y 7 +XoY 7z +X Yy 2)

=Xey ezZ+XeyeZ +X eyez +X -y «zwhichisin DNF.
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Example 28: Express the following expressions in terms of their equivalent disunctive normal form
(i) (u+v)(u+Vv)U +w) (i) (U+Vv)(v+w)(w+U)U +v)

Solution: (i) (U+V)e(Uu+V)e(U +w)

=(U+veVv)e(U +w) (by distributive law)
=(U+0)e(u +w) (by inverse property)
=ue(U +w) (by identity property)
ZUueU +Uew (by distributive property)
=0+ue.w

S Uew

=U-.wel

ZUuewe(V+V)
=U°W'V'+U'W°V'

SUesVeW +UeV oW

(ii) (U+V)e(v+w)e(w+U)e( +V)
S(UevHVev+ueW +Vew)e(d +W)e(U +V) (tc)gn?rr?&i%(‘eul\gv?d
Z(Uev+O+UeW +V eW)e(U +WeV) (by inverse law and distributive law)

=(UeVH+UW +VeW)e(U +WeV)
:u.v.u’+u-w’.u +\/ ’W ou +u-V.W.\’/ +u.w oWoV +v ’W oWo'V

SUesU eV+UeU eW +U eV eW +UsVeV oW +UeV eWeW +V eV ewew
(by commutative law)

=0ev+0ew +U sV ewW +UsOeW +UV «0 +V <0
(by inverse property and V'V = V)
=0+0+uU.Vew +0+0 +0 (by commutative and boundedness law)
=U eV ewW (by identity property)
19. VALUE OF A MINTERM
A minterm hasthe value 1 for one and only one combination of values of the variables.
The value of minterm y, « y,e...e y, is1which occurs.
if and only if eachy;is1
or ifandonly if x, =1 wheny, = x; and X; = 0wheny; =x;
Example 29: Find a minterm which is equal to 1 when X; = X4 =0 and X, =X3 =X5 =1 and
which isequal to 0 otherwise.
Solution: The required minterm shall be x; « X, « X5 ¢ X « X5

Example 30: Convert the Boolean junction f(X,y,z) = (x +y) « Z' into sum of products expansion or
the disjunctive normal form by using truth table.
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Solution: The value of the function f(x, y, z) are determined in the table given below:

X y z X+y z x+y)eZ
0 0 0 0 1 0
0 0 1 0 0 0
0 1 0 1 1 1
0 1 1 1 0 0
1 0 0 1 1 1
1 0 1 1 0 0
1 1 0 1 1 1
1 1 1 1 0 0

The value of the function is 1 in 39, 5" and 7" rows in which values of x, y and z are (0, 1, 0),
(1,0, 0) and (1, 1, 0) which corresponds to the minterm X' eyeZ,Xey ¢Z and Xey«Z.
Therefore the required function can be written as sum of these minterm as given below:
(X+Yy)eZ =X eyeZ +Xoy oZ +XoyoZ
which isin D.N.F.

20. CONVERSION OF GIVEN BOOLEAN EXPRESSIONS INTO EQUIVALENT CONJUCTIVE
NORMAL OR PRODUCT OF SUM CANONICAL FORM

Example 31: Determine conjunctive normal form or product of sum canonical form equivalent to the
following Boolean expressionsin three variablesx, y and z.

(i) x+y (i) Xey (iii) yeo(Z'*x)

(iv) uevew + (u+v)e(u+w) (V) (UsV' +uew) +U

Solution; (i) x+y
=x+y+0 (by identity law)
=(X+y)+z.Z (by complementation law)
=(X+y+2)-(x +y +Z) (by distributive law)

(ii) Xey
=(x+0)+(y +0) (by identity law)
=(X+yey)e(y +x+X) (by complementation law)
S(X+y)e(x+Yy)e(y +Xx)(y +X) (by distributive law)
Z(X+HY)e(X+Y)e (X +Y)e (X +Y) (by associative and commutative law)
=(X+Y)e(X+Yy)(X +Y) (by idempotent law)

=(x+y+0)«(x +y +0)+(x' +y +0)
S(X+Yy+z2eZ)e (X +Y +2eZ)e(X +y +2+2)
=(X+y+2Z) (X ty +Z) (X +Y +2)o(X +Y +Z)+(X +y +Z)-(X Hy +2)
(iii) ye(Z «x)
=y+(z+X) (by distributive law)
=(y+0)+[(z +x) +0]
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=(y+zeZ)[(z+X) ty-Y]

=(y+2)e(y +2)+(z +X +y)e(z +X +Y)

=(y+z+0)e(y +Z +0)e(z +X +Yy)e(z +X +Y)

=(y+z+XeX)o(y+Z +XeX)o(X +y +2)e (X +y +2)

Sy +z+x)(y +Z +X)e(y +Z +X)+(y +Z +X) (X +y +Z)(X +} +2)
=(X+y+2)o (X +y +2)e(X +y +Z) (X +y +Z)+(X +y +2)+(X +y +2)
S(X+y +2)o (X +y +2) e (X +y +Z) (X +y +Z).(X +y +2)

(iv) UsVew + (U+V)e(u+w)
S UeVeW +U+VeW (by distributive law)
Z(U+tUeVew) +Vew (by commutative law)
SuU+vVew (by absorption law)
=(U+Vv)e(u+w) (by distributive law)
=(u+v+0)e(u+w +0) (identity property)
Z(U+tV+Wew)e(u +w +veV) (inverse property)
Z(U+V+W)e(U+V +W)e (U +W +V)e (U +Ww +V) (by distributve law)

=(U+Vv+w)e(Uu+v +wW')e (U +V +w)
which isin C.N.F.

(v) (UeV' +uew) +U
=(UeVv)e(uew) +U (by De Morgan's law)
= +Vv)e(U +wW) +d (by De Morgan's law)
=(U +v+Uu)e(U +W +U) (by distributive law)
=(U +U +Vv)e(U +U +W) (by commutative law)
=(U +Vv)e (U +W)
=(U+v+0).(U +wW +0) (identity property)
(U +V+wew)e(U +W +vev) (inverse property)

(U +VF+W (U +V +W)e (U +W +V)e (U +W +V) (by distributive property)
(U +V+W) e (U +V +W)e (U +W +V)
Which in C.N.F.

Example 32: Determine conjunctive normal form or product of sum canonical form equivalent to the
following Boolean expressionsin threevariables:

@) x (i) x+y (i) yz+yZ

(iv) u+uev (V) Uev+uUeV +UeW

Solution: (i) x
=x+0 (identity property)
=X+yey (inverse property)
=(X+y)e(X +Y) (by distributive law)
=(x+y+0)e(x +y' +0) (identity property)
S(X+y+zeZ)e(X +y +2+2) (inverse property)
Z(X+tYy+2)e(X +y +Z)e(X +Y +2)e(X +Y +2) (by distributive law)

which isin C.N.F.
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(ii) Xty
=x+y +0 (identity property)
=Xx+y +z.Z (inverse property)
=(X+Yy +2)e (X +Yy +2) (by distributive law)

(iii) Yez+tyeZ
=y ez+0+yeZ +0 (by identity property)
=Y ez+yey +yeZ +7ze2Z (by inverse property)
=(Zey +yey) +(yeZ +2z+2) (by commutative law)
=(z+y)y +(y+2)-Z (by distributve law)
=(z+y)e(y +2) (by distributive law)
=(z+y+0)«(y +Z +0) (identity property)
=(z+y+XexX)e(y +Z +x+X) (inverse property)
=(Zz+y+X)e(z+y +X)e (Y +Z +X)e(Yy +Z +X) (by distributive property)
S(X+y+2)e(X' +y +2)e(X +Y +Z)e(X +y +2Z) (by commutative law)

which isin C.N.F.

(iv) u+uev
=(u+Uu)e(u+v) (by distributive law)
=1le(u+v) (inverse property)
=u+v (identity property)
=(u+v +0) (identity property)
=(U+v+wew) (inverse property)
=(U+v+w)e(u+v +w') (by distributive law)

(v) UeV+UeV +UeW
=us(v+V)+uew (by distributive law)
=uUesl+uew (inverse property)
ZUuU+UewW (identity property)
=u (by absorption law)
=(u+0 (identity property)
=(Uu+veV) (inverse property)
=(u+v)e(u+V) (by distributive law)
=(U+v+0)+(u+Vv' +0) (identity property)
Z(U+v+wew)e(u +V +wew) (inverse property)
S(U+VHEW)e(U+V +W)e (U +V +W)e (U +V +W) (by distributive law)

which isin C.N.F.
Example 33: Determine conjunctive normal form equivalent to the following given function
f(a,b,c,d)=(@ +bec+beced +beCed +B <€ «d +d)
Solution: The given function is
(@+bec+beced +becded+bB ¢ d «4d)
zas(b+c)e( +c +d).(B +c +d)+(b +c +d +a) .. (D
(by applying De Morgan’s law twice)
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=(@+0e(b+c +0) e« +c +d +0)«(B +c +d +0)+(b +c +d +a)
(identity property)

=(a+beb)e(b+cd +ded) (B +¢ +d +aca)+(b +c +d +a<a)«(b + +d +a)
(by inverse property, 0 =beb' =d.d =a-.d)

=(a+hby<(@a+b)s(b+c +d)e(b +c +d)+(Bb +¢ +d +a).(b +t +d +a)
applying distributive law to

c(b+c+d +a). (0 +c+d +a).(b +c +d +a) (thefirstfourfactors

=(@a+b+0).(@a+b +0)¢(b +c +d +0)¢(b +d +d +Q)«(B + +d +a)
e(b+c +d+d)e (B +c +d +a)«(b +c +d +a)«(b +c +d +a)
(using identity property in the first four factors)
=(a+b+cec)s(a+b +cec)s(b+C +d +tacd)e(b + +1 +aecad)+(b 4 4 Ha)
e(b'+c +d+d)e (0 +c+d +a)s(b +c +d +a)e(b £ +d )
(using inverse property in the first four factors)
=(@a+b+c)e(a+b +c)e(a+b +c)e(a +8 +C)+(b +¢ +d +a)+(b € +d +4)
e(b+c +d +a)e(b+¢ +d +a)«(b +¢ +d +a)«(b +c +d +a)
s(+c+d +a)- (8 +c +d +a)(b +c +d +a)
(using distributive law in first four factors)
=(@a+b+c+0)+(a+b +c’ +0)e(a +b +c +0)«(a +d + +0)
s(a+b+c +d)e(d +b +c +d)e(a+b +¢ +d)+(a + + ).(a b « )
e(@+b +c¢ +d)es(@a+h +c +d).(@a +b +c +t)+(a +b +c +d)
( using identity property in thefirst four factorsand )
applying commutative law on the remaining factors
=(@a+b+c+ded).(a+b +c +ded)+(a +tBb +c +d.d)e(a th + +d.d)
e(@a+b+c +d)y«(d +b +c +d)ys(a +b +¢ +d)«(a +b +t +d)
e(@a+b +c +d).(d +B +¢ +d)<(a +b +c +d).(a +b +c +d)
«(@ +b+c+d) (using inverse property in the first four factors,0=d.d’)
=(@a+b+c+d).(a+b +c +d)e(a +b +¢ +d).(a +b + +d)
e(@a+tb +c+d)ys(a+b +c +d)s(a +B +¢ +d).(a +b +& +d)
e(@tb+c +d)y.(d +b +¢ +d)+(a +b +¢ +d).(a +b +& +d)
e(@a+b +c +d).(d +B +¢ +d)+(a +b +c +d)+(a +b +c +d)
e(@+b+c+d) (using distributive law in the first four factors)
=(a+b+c+d).(a+b +c +d)e(a +b +c +d).(a +b + +d)
e(@atb +c+d)ys(a+b +c +d).(a +B +¢ +d).(a +b +& +d)
e(@+b+c +d)s(d +b +¢ +d)+(a +b +t +d)e(a +b +c +d)
Ceombi m ng 9™ facg?r with 3¢ factor, 117 fact?g
wobvorg WG S e it Tl 57
y idempotent law, a«a = a

O

Alternatively we can also ssimplify the given expression (1) as follows:
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First factors
—a=(a+0) +(a+b+b) =(a +h)«(a +b)
=(a+b+0).(a+b +0) =(a +b +c+c)«(a +d +c.¢)
=(@at+b+c)+(a+b +c)e(a +b +c).(a +0 +C)
=(a+b+c+0)+(a+b +c +0)e(a +b +c +0)«(a +d + +0)
=(@a+b+c+ded).(a+b +c +ded).(a +tBb +c +d.d)e(a th + +d.d)
=(a+b+c+d).(a+b +c +d)e(a +b +c +d).(a +b + +d)

e(@atb +c+d)ys(a+b +c +d).(a +B +¢ +d).(a +b +& +d)
Second factor

=(b+c)=(b+c +0) =(b +¢ +d.d)
=(b+c +d)e(b+c +d) =(b +¢ +d +0)«(b +¢ + +0)
=(b+c +d +a-d)+(b +¢ +d +a-a)
=(b+c +d+a)s(b +c +d +d)+(b +¢ +d +a).(b +¢ +d +a)
=(@a+b+c +d)y.(@ +b +¢ +d)e(a +b +¢ +d).(@a +b + )
Third factor
= +c +d) =(d +¢ +d +0) =(B +¢ +d +a-a)
=('+c +d +a). (0 +¢ +d +a)
=(a+b +c +d).(d +8B +¢ +d)
Fourth factor
= +c+d) =l +c+d +0) =B +c +d +a-a)
=(+c+d +a)+ (0 +c +d +a)
=(a+b +c+d).(d +8 +c +d)
Fifth factor
=(b+c+d+a) =(d +b +c +d)
Combining these five factors and using idempotent law we get the answer.
Example 34: Find out the conjuctive normal form of the polynomial.
(i) F(X,y,2) = (X +y +2)e(Xey +X «2) [C.C.S.U., M.Sc. (Maths) 2004]
(i) (xy' +xz) +X
Solution: (i) (X +y +2)e(Xey +X «2)
=(X+y +2)e[(Xxey) o (X +2)] (by De Morgan's law)
=(X+y +2)[(X' +Y)e(X +2)] (by De Morgan's law)
=(X+ty+2)e (X' +y +0)e(x +Z +0)
S(X+Yy+2)e(X' +Y +zeZ)e(X +Z +yoy)

S(X+Yy+2)e(X +Y +2)o(X +Y +2)e(X +Z2 +y)e(x +Z +Y) (%/Ndistributive)

=S(X+y+2)o (X +Y +2)o(X +Y +Z)e(X +y +Z)e(X ty +Z)
which is the required C.N.F.
(i) (Xey' +Xxe2) +X
=(Xey) o(xz) +X (by De Morgan's law)
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=(X' +y)e(X' +2Z) +X (by De Morgan's law)
=(X'+y +x)e(X +Z +X) (by distribution law)
=(xX' +y)e(X +2) (by commutative law and idempotent law)
=(x'+y +0+(x' +Z +0) (identity property)
=(X' +y +zeZ)e (X +2 +y.y) (inverse property)
=(X' +ty+2)e(X +y +Z)e (X +2 +y)e(X +z +Y) (by distributive property)

=(X'+y+2)e(X +y +Z)e(X +y +2)«(X +y +z) whichisin the required form.
=(X'+y+2)« (X +y +Z) (X +y +Z)
20.1 Value of a Max term
A max term hasthe value O for one and only one combination of values of itsvariables.
Themax term y; +y, + ... +y, isequa to 0 which occurs
ifandonlyifeach y; =0
or ifandonlyif x; =1wheny; =x; and X; = 0 wheny, = x; .
Example 35: Find amax term which isequal to 0 when
X =X, =0 and x, =%X3 =x5 =1
and which is equal to 1 otherwise.
Solution: The required max term is
Xp + X5 + X5 +X, +Xg

Example 36: Convert the Boolean functions f(X, y, z) into product of sums expansion or conjuctive
normal form by finding value of the function:

(i) x (i) xey (i) (x+2)-y
Solution: (i) f (X,y,2) =x
Thevauesof f (X, y, z) are given below:

f(x,y,2) = x

P P PP O OO O|X

P P O O Pk F O O
O Fr O PFP, O PFr OfN

P P Pk P O OO O

=

The value of the functionf (X, y, z) isOinrows1, 2, 3and 4.
Values of x,y and z inrow 1 are 0, 0 and 0 which corresponds to the max term x +y + z.

Valuesof x,y, zinrow 2 are 0, 0 and 1 which correspondsto max term X +y + Z'.
Vaueof x,y and zisrow 3 are 0, 1 and O which correspondsto max term x +y' + z.
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Valuesof x,y and zinrow 4 are 0, 1 and 1 which correspondsto max term x +y' +Z .
Therequired Boolean expression in CNF shall be the product of all these max term.
Hencetherequired CNFisgiven by

f(X,y,2) =(X+y +2)« (X +y +Z) (X +Y +2)+(x +Y +2Z)
(ii)

X y z Xey
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 0
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 1

The value of the function f(x,y,z) = Xy isOinrows 1, 2, 3, 4, 5 and 6 in which values of the
variables x, y and z and the corresponding max term are as follows:

Row Vauesof (x,Y,2) Corresponding max term
1 0,0,0 X+ty+z
2 0,0,1 X+y+7
3 0,1,0 X+y +z
4 0,11 X+y +7
5 10,0 X +y+2z
6 10,1 X'+y+7

Therequired CNF shall be the product of all these max term as given below

Xey=(X+y+2)e(X +y +Z)e (X +Y +2)+(X +Y +Z)(X +y +7)«(X +y +2)
(iii) fx,y,2) =(x+2)-y
The table giving values of the function is shown below:

X y z X+z (X+2)sy
0 0 0 0 0
0 0 1 1 0
0 1 0 0 0
0 1 1 1 1
1 0 0 1 0
1 0 1 1 0
1 1 0 1 1
1 1 1 1 1

Thevalue of thefunctionisOinrows 1, 2, 3, 5 and 6 in which the values of the variables x, y and z and
their corresponding max terms are given below:
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Row Vauesof (x,y z) Corresponding max term
1 (0,0,0 X+y+z
2 (0,0, X+y+27
3 (0,1,0) X+y +z
5 (40,0 X'+y+z
6 (1,07 X +y+7

The required CNF is the product of these max term as given by
(X+2Z)ey = (X +y +2)e(X +y +Z) (X +Y +2)«(X +y +2)+(X +y +Z)

21. INTER-CONVERSION OF D.N.F AND C.N.F.

Example 37: Convert the following disjunctive normal formsinto their equivalent conjunctive normal
formsin three variables:

() Xey+xey+xey

(i) Xeyez+X oyez+X oyeZ

([{il) XeyezZ+Xey oZ +X eyeZ +X ey ez +X ey o2
Solution: (i) Xey +X' ey +X oy

=(X+X)ey +x ey (by distributive law)
=ley + X'y (inverse property)
=y+Xxey (identity property)
=(y+x)-(y +Y) (by distributive law)
=(y+x)-1 (inverse property)
=y +x (identity property)
=y+x +0 (identity property)
=y+Xx +z.Z (inverse property)
=(y+x +2)«(y +X +2) (by distributive property)
=(X'+y+2)«(X +y +Z) (by commutative property)
which isin CNF.
(i) XeYezZ+ X oyez+X eye?
=[(xeyz+ X eyez+xX eyZ)] [as(x) = x]
=[(Xeye2) e (X eyezf e (X eye2)]
S[(X +Y +2) (X +Y +2)+(x +y +2)] (D)

= complement of the function (x' +y +Z) (x +y' +Z)(x +y +2z) whichisin CNF.

= the function comprising of those factors of the complete conjunctive normal form in
X, Y, z which are not present in this function (1)

Z(X+tYy+2)e(X +y +2)e(X +y +Z) (X +Y +2)¢(X +y +z)whichisin CNF.
Note: The given function was in DNF and has been changed into CNF.
(i) XeYeZ+XeY oZ +X oyeZ +X ey eZ+X oy o2
S[(XeyeztXey eZ X eyeZ +X oy ez +X Y 2Z)] [as (X) =x]
S[(Xeye2) e (Xey eZ) e (X eyeZ) o(X ey o2) o (x oYy 2]]
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=[(XHY +Z) (X +y +2) (X +Y +2)e(X ty +Z2) H(x +y +2)]

= complement of the function

(X' +y +Z)e(X +y +2)e(X +y +2)e(X +ty +Z)+(X +y +2)] (1)
which isin CNF

= the function comprising of those factors of the complete conjunctive normal form in
X, Y, Z which are missing in the given function (1)

=(X'+y +2)e(X +y +Z)e(x +y +Z) whichisin CNF.
Example 38: Determine digunctive normal form equivalent to the following conjunctive normal form:
(X+y+2)e(x +y +Z)e(X +y +2)e (X +y +Z)«(X +y +2)¢(X +y +z)
Solution: The given expression
={x+y+2)e(x +y +Z)} e (X +y +2)(x +Y +Z)(X +y +2)(X +y +z)
=(x+y+z:Z){(X +y +2)« (X +Y +2)}{(x +Y +Z)(X +y +z)}
(Combi ning thefirst two factors by distributive law and
applying commutative law on therest of factors
Z(X+ty+zeZ)oe(X +Z +yeyY)e(XeX +y +2)
(Combi ning second and third factors and fourth and fifth factors by distributive Iaw)

=(X+y+0)e(X' +z +0)+ (0 +y +Z) (by inverse property)
=(x+y)e (X' +2)«(y +2) (by identity property)
S(X+Y)[X' oy +X eZ +Y ez +742] (by distributive and commutative property)
=(X+Yy)(X' oy +X o2 +y ez +0) (by inverse property)
S(X+Y) (X' oy +X o2 +y «2) (by identity property)

S(XeX' oy +XeX 0Z +Xey eZ) +(X oyey +X eyez +yely «2)

(by distributive and commutative property)
=0y +0eZ +xyY z+X «0+X yz +0.z (by inverse property)
=0+0+xy'z+0+x'yZ +0 (by boundedness law)
=Xey' ez+X oyeZ whichisin DNF.

21.1 Reduction of Complete DNF to Identity
Example 39: Convert the following DNF into equivelant CNF by finding values of the function (by
using truth table) xy + X'y + X'y in 3 variablesx, y and z.

Solution: Values of the given function are determined as follows:
Tablel

x

Xy — xy+xy+xy =f(x,y,2)

X
<

X,
<

R PP P OO O OflX
R B, OO PFR PP O Ol
P O R, OFrP OFr O|N
O O R kP O O Fr R
P P OO OO O O

Xy
1 1
1 1
0 1
0 1
0 0
0 0
0 1
0 1

elolololl N S )
O OO oOokr +»r OO
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In order to convert it into CNF we see that the values of the given expression is 0 in rows 5 and 6.
The values of variables (x, y, z) inrow 5 are (1, 0, 0) which, corresponds to the max term x' +y + z.
The value of variables (X, y, z) in row 6 are (1, 0, 1) which correspond to the max term X' +y + Z.
Hence therequired CNFis (X' +y +2)« (X +y +2).

Alternative method:
The given function is

f(X,Y,2) =Xey+X ey +X oy
Values of the function are determined as follows:

Table2
Row X y z f (X,y, z)[fromtablel
1 0 0 0 1
2. 0 0 1 1
3. 0 1 0 1
4. 0 1 1 1
5. 1 0 0 0
6. 1 0 1 0
7. 1 1 0 1
8. 1 1 1 1

The three min terms of this function, values of variables (x, y, z) for each min term, and number of
row in Table 1 corresponding to these values of variables with its value 1 are given below:

Table3
Vaueof veriables Number of row in tablel Vaueof the
Min term (X, Y, z) for this corresponding to these functionin
min term vaueof (x,Y,2) thisrow
Xey (110)and(1L1,1) 7,8 1
X"y (0,1, 0)and (0,1,1) 3,4 1
X"y (0,0,0)and (0,0,1) 12 1

From this table it is clear that values of the function in each of the remaining i.e. 5" and 6™ rows
isO.
The vaues of the variables (x, y, z) in 5th and 6th rows in which value of the function is zero are
(1,0, 0) and (1, O, 1) respectively from Table 1.
The max term corresponding to these values are:
X+y+zad X +y +2Z
The required DNF shall be the product of these max term as given below:
(X' +y+2)«(X +y +Z)
Example 40: Convert the following CNF into equivalent DNF (by using truth table)
(X+y+2)e(X +y +Z)e (X +y +2)e(X +Y +Z)«(X +y +Z)+(X +y +z)
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Solution: The values of the given function are determined as follows: (using method of table-1 of
example 39).

Tablel

Row f(x,y,2)

N o ok~ wDdRE
P PP OO O OfX
B O O Fr P O Ol
©Or OFr OFr ON
©oOr OO Fr oo

8.

We have got eight maxterms in the given function. The different maxterms, values of variables
(X, Y, 2), number of row in table 1 corresponding to these values of (X, y, z) with its value as zero are
given below in table 2.

=
[EEN
[EEN

0

Table2
Vaueof variables Number of row in tablel, Vaueof the
Maxterm (x,y, 2)for this corresponding to these functionin
max term vauesof (x,Y,2) thisrow
X+y+z (0,0,0) 1 0
X+y+27Z (0,0, 2
X +y+2z 10,0 5 0
X+y +7 (0,11 4 0
X'+y +z 110 7 0
X+y +2 11y 8 0

From thistableit is clear that value of function in each of the remaining i.e. 3@ and 6™ rows of table 1
isone.

The values of variables (x, y, z) in 3rd and 6th rows in which value of functionis 1 are (0, 1, 0) and
(1, 0, 1) from table 1.

The minterms corresponding to these values of x, y and z are x'+y+Z andx«y «z The required
CNF shall be the sum of these minterms as given below

X'YeZ +Xeoy ez
Example4l: Write down aBoolean expression in three variables x, y and z in its complete diunctive
normal (sum of product) form and hence show that it can be reduced to I, the identity for dot (s) or
meet operation.

Solution: The required Boolean expression in 3 variables x, y and z in its compl ete disjunctive normal
form can be written as

f(X,y,Z):X.y.Z+X’.y.Z+X.y.Z +X.y.z +)< oy 7 +)z oycz +X.)’/ 02 +S( y'Z
which can be smplified as
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f(X,y,Z):(X +X’)cyoz +XOYQZ +Xoyoz +)( oyz +)€ oyoz +(X +)’()oy o'z
(by distributive law)

Sleyez+Xey ezZ+XoeyeZ +X ey ez +X oyez +1ley ez  (by inverse property)

SYeZ+tXeY eZ+XoYeZ +X ey eZ +X oyeZ +Yy oz (by identity property)
SYezZ+(XoyY oZ+X oy eZ) +XeyeZ +X eyeZ +y Z (by commutative law)
ZYeZ+ (X +X)ey oeZ+XeyeZ +X oyeZ +y o2 (by distributive law)
Syez+ley ez +XeyeZ +X syeZ +y o7 (inverse property)
SYeZ+Y ez +XeyoeZ +X oyeZ +Y o7 (identity property)
SYezZ+Y ezZ+(X+X)oyeZ +y o7 (by distributive property)
Zyez+Yyezt+yeZ +y 72 (inverse and identity property)
=(y+y)ez+(y+y)eZ (by distributive property)
=lez+1.7

=z+7

=1 (by inverse property)

22. BOOLEAN FUNCTIONS

We have seen that the last column of logic table of a Boolean expression gives the value of the output
Y of circuit represented by the given Boolean expression, for different set of values of the input
variables Xy, X, ... X,. Therefore the output expression Y = X(X;, Xy, ... X,) defines output values as
functions of input bits. This function gives a relation between inputs to the circuit and its outputs.

Let X(x4, X,) = x'; OX, be aBoolean expression where x; and x,, can take valuesin B = {0, 1}. We can
calculate the values of this expression for different pairs of values of x; and x, by using Boolean algebra
as represented in the following table

Xq X, X1 x; O X,
0 0 1 0
0 1 1 1
1 0 0 0
1 1 0 0

This gives the Boolean function for the expression (x,' [Jx,) which may be denoted asf : B2 - B such
functions are called Boolean functions.

DEF. Let (B, +,+,,0,1) be aBoolean algebra. A function f : B" _, Bdefined as

f(a.a....,a,) = E(a,a,,....a,) where(a,,a,,...,a,) O B" fora B
is called a Boolean function if it can be specified by Boolean expression of n variables.

Note: Every function g: B" - B is not a Boolean function. However, for the case of two-valued
Boolean algebra {0, 1} any function from {0, 1}" to {0, 1} is a Boolean function.

Now, for a given Boolean expression, we can find the values of Boolean function as demonstrated in
the following example.

Example42: LetB={0,1} and f : B* _. Bbethefunctiondefined by f (x;,X,,X3) = (X; + X;) * Xs.
Find all the functional values of f.
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Solution: We construct the truth table as follows:

Table 1(a)
X1 X2 X3 X1+ X3 Fre(X +X3) e X3
0 0 0 0 0
0 0 1 0 0
0 1 0 1 0
0 1 1 1 1
1 0 0 1 0
1 0 1 1 1
1 1 0 1 0
1 1 1 1 1

The last column in this table gives the functional values of f e.g., f(0, 0, 0) = 0 and f(0, 0, 1) = 0.

Converse case: If the functional values arc given we want to find the Boolean expression that
specifies a given function from (0, 1)" to (0, 1) then we can obtain the expression in disjunctive normal
form or conjunctive normal form as explained below and then simplify it.

If we are given a function from (0, 1)" to (0, 1) then a Boolean expression in disjunctive normal form
corresponding to this function can be obtained by having a minterm corresponding to each ordered
n-typle of 0's and 1's for which the values of the function is 1. For each such n-tuple, we have a
minterm

Yi*Y2---Yn
in which eachy; isx; if theith component of the n-tupleis 1 and is x'; if the ith component of the n-tuple
isO.
Similarly, we can obtain a Boolean expression in conjunctive nomral form (CNF) corresponding to the
given function. For each row for which the value of the function is 0, we have a maxterm

YitY2 *t...tY,
where each y; is x; if it component is 0 and x'; if ith component of n-typleis 1.

23. EQUIVALENT BOOLEAN EXPRESSIONS
The two Boolean expressions given by X = X(Xy, X5, ... X)) ad Y =Y (Xy, Xy, ... X,) in n variables are
said to be equivalent over the Boolean algebra B = {0, 1}, if both the expressions X and Y define the
same Boolean function B.
It means that
X(ey, €80 = Y(€y, €,..6) 0 & 0{0, 1}

For this we find out the values of the two Boolean functions corresponding to two given expressions X
and Y. If the values of these functions are identical then the two Boolean expressions are equivalent.
This will be more clear form the example given here.
Example 19: Show that the following two Boolean expressions are equivalent over the two element
algebraB = {0, 1}

X1 = (Xp*%p) + (X°X'3) and X; = X;*(X; + X'3)
Solution: Let f and g be the Boolean functions corresponding to X, and X, respectively. The values of
these two Boolean functions are calculated below in table 1 and 2.
X; involves three variables. So the corresponding function f shall be a three variable function i.e.
f: B2 - B whichisdefined as

f(e), €, &) = (e1°6y) + (€1°€3), €y, €, €3 0 B.
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Table 1 Calculation of value of f(e;, e,, €3) or f(Xq, X5, X3)

X, 0re | X,0re, | X;o0re, gl:éﬂ)r X3 Or € éll’és or Eél:é(zz)):(gl.’é()s) or

1 1 1 1 0 0 1

1 0 1 1 1 1
1 0 1 0 0 0 0
1 0 0 0 1 1 1
0 1 1 0 0 0 0
0 1 0 0 1 0 0
0 0 1 0 0 0 0
0 0 0 0 1 0 0

Similarly the value of g is calculated as follows:
Table 2 Calculation of value of g(e;, €, €3) or g(Xy, Xy, X3)

X,0re | X,0re, | Xz0re; | Xxzoré€, )fezz :éj or ;l:((gzz :éj) or
1 1 1 0 1 1
1 1 0 1 1 1
1 0 1 0 0 0
1 0 0 1 1 1
0 1 1 0 1 0
0 1 0 1 1 0
0 0 1 0 0 0
0 0 0 1 1 0

As the last columns of the two tables are identical, the two expressions x,; and x, are equivalent.

24. VALUE OF BOOLEAN EXPRESSION

Suppose that E (X5, X,,..., X,) be a Boolean expression of n variables over a Boolean algebra
(B,03,,01or (B,++,,01) andlet B = {a, &, ...a,}. Let (&, &, ...a,) which isan n-tuple. If we
replace x; by a;, X, by &, ... and x,, by &, in the Boolean expression E (X4, X,,..., X,), we obtain an
expression which is an element of B. The expression E (&, &,...,a,) [l B is caled the value of the
Boolean expression E (X;, X,,..., X,) for the n-tuple (a;, &,..., &) O B". The value of Boolean
expression E (X4, Xy,..., X,) can be determined for every n-tuple (a, &,..., a,) 0 B".

For example, for the Boolean expression
E (X1, X2, X3) = (X +X3) (X1 +X3) (X +X3)

over the Boolean algebra { (0, 1), +, . ,'} the assignment of values x; = 0, x, =1, x5 =0 yieldsvaue
of the Boolean expression as
E(0,L,0=(0+1 (0 +1)(@1 +0y
=1¢1.0
=0.
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Example 44: Prove that: (x; + X,)» (X} + X3) = (Xq * X3) +(X] * X5).

Solution: We will show the equivalence of two expressions over the Boolean algebra (0, 1) by
evaluating (x; + X,) « (X + X3) and (X, « X3) + (X} *» X,) for each of the eight possible assignments to
the variables xq, X,, X5 as shown below:

Xp | Xo | Xg | Xp | Xp+ Xy | X] +Xg | XpeXg | X[ eX, S>E§('1++x)2()3) S—X%X.'l)fs)zz)
0] 0] o021 0 1 0 0 0 0
o|lo|1]1 0 1 0 0 0 0
ol 1|01 1 1 0 1 1 1
0| 1|11 1 1 0 1 1 1
1/10]o0]o0 1 0 0 0 0 0
110|110 1 1 1 0 1 1
1]1]l01]o0 1 0 0 0 0 0
111]11]o0 1 1 1 0 1 1

Similarly of the last two columns show that the expression on R.H.S is equivalent to the expression on
the L.H.S.

Example 45: Construct the truth table for the Boolean function f : B; — Bdetermined by the
Boolean polynomial or Boolean expression

p(x,y,2) =(x0Oy)d (1 (¥ 2)

or P(X,¥,2) = (Xey) + (X +(y'«2)) whereB ={0, 1}.

Also draw the logic diagram for this expression.

Solution:
X y z y xOyd @ ¥ 2)
0 0 0 1 o000 (@ O &) b Ooo=o006 0 O
0 0 1 1 oooo @ @ $H o Oo=npobe 1 1
0 1 0 0 OO0y (@ @ & 0o Jo=00d0 & 0 O
0 1 1 0 OoOpo (@ @ 3 0O o=o0O0 & 0 O
1 0 0 1 Qoo @ @ & oo@e=006 1 1
1 0 1 1 Qoo @ aUpy)=0 @ » O=1 1
1 1 0 0 @O0 @ @ &) 010a=002 1 1
1 1 1 0 @O @ @ 3 10@a=00% 1 1

Its logic diagram is given below:

—> XAY
y >

(xAY) A XV (Y'A2Z)
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Example 46: Use truth table to verify the validity of the distribution law

Xe(y+t2z)=Xey+x2z

in Boolean algebra.

Solution:

9.45

The table is shown below:
X y z y+z Xy Xz Xe(Yy+2) | Xey +Xez
0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 1 0 1 0 0 0 0
0 1 1 1 0 0 0 0
1 0 0 0 0 0 0 0
1 0 1 1 0 1 1 1
1 1 0 1 1 0 1 1
1 1 1 1 1 1 1 1

Agreement of the last two columns establish the validity of the given identity.
Example 47: Construct the function f from the following table:

where T stands for the term of the function.
Solution: Using Bool€'s expansion theorem, we have

O 0O O R P P P|IX
O R, P OO R LRI

o
o

O Fr O F OFrP O F|N

O rOOoOkFr PR PFP O™

X'y Z
X'y z
X'yz
x'yz
Xy'Zz
Xy'z
Xyz
Xyz

(UPTU., B.Tech. 2003)

f=0X'YyZ)+1Xy z2) +1(Xx yz) +1(k yz) +0(xy z) +0(xy 2) +1(xy'z) +0(xyz)

=X'yz+XyZ +Xyz+xyz

X'Yyz+xXy(Z +2)+xy?Z
X'yz+Xyel+xy?Z
Xyz+Xy+xy?
Xyz+Xy+xy?
Xyz+(X +x2)y
X'yz+y(X +x2)
X'yz+y(X +x)(X +2)

(by distributive law)

(by identity property -z +2zZ =1)

(by distributive law)

(by distributive law)
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X'y z+ysl(X +2) (asx'+x =1
X'yz+y(X +2)

X'y z+yX +yZ

X'yz+xXy+y?

X'(Yz+y) +yZ

X (Y +y)(z+y) +yZ

X' el(z+y) +yZ

X'(y+2) +yZ

X'y+xz+yZ

25. MINIMAL BOOLEAN FUNCTION

A Boolean function in n variable Xy, Xy,..., X, is said to be minimal if it is the product of n variables
provided the r'" variable is either taken x, or its complement x',. For example: Let x and y be two
variablein Boolean Algebra B and the complements of x and y be x' and y'. Then the minimal Boolean
functions are given by

Xey, X' oy, Xeoy Xey
From above minimal Boolean functions, we conclude that the number of minimal Boolean function in
two variablesis 22 = 4
Similarly, we consider three variables in a Boolean Algebra, then the minimal Boolean function are
given by

x.y.z,x'.y.z,x.y.z,x.y.z,)( .y .z, X -y-t,x-)'/ 7 ,X .y o'7

Thus the number of minimial Boolean functions in three variablesis 2° = 8.
Bool's Theorem Statement: There are 2" minimal Boolean functions in n variables.

Proof: Let X4, X5, X3,..., X,, be n variables in a Boolean Algebra B and let X', X',, X'5, ..., X',, be the
complements of the above variables respectively. To form a minimal Boolean function each variable
can be selected in two ways, that is either x, istaken or x',. Since there are n variables, thus the number
of minimal Boolean function are

2x2x2x .. xuptontimes =2"
Hence the number of minimal Boolean function = 2".

Example 48: Obtain the Boolean expression, of the functions f (X, y, z) whose truth table are given
below:

0] X y z f(x,y,2) (i) X y z f(x,y,2)
0 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0
0 1 0 0 0 1 0 1
0 1 1 0 0 1 1 0
1 0 0 0 1 0 0 0
1 0 1 1 1 0 1 0
1 1 0 0 1 1 0 1
1 1 1 0 1 1 1 0
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iy | X y z f(x,y,2)
0| 0| O 1
0| o | 1 1
0| 1| o0 0
0| 1| 1 0
1 o | 0 1 [UPTU., MCA-IV Sem 2002-03]
1| 0| 1 0
1] 1] o0 0
1 ] 1 [ 1 1

Solution: (i) Thevaueof f (x, Y, z) is1insixth row in which the values of variablesx,y and zare 1, 0
and 1 respectively. These values shall corrrespond to the minterm x y' z.

(ii) Thevaueof f (x,y, z) is1inthird and seventh rows Values of x, y and z in third row are 0, 1 and 0
which correspond to the minterm X'y« Z.

Values of x, y and z in seventh row are 1, 1 and 0 which corresponds to the minterm X« y « Z'.
Hence, the rquired function shall be the sum of these two mintermi.e.
f(X,ye2) =X'yZ +XoyeZ
(iii) The value of the function f (X, y, z) is 1 in 1%, 2nd, 5th and 8t rows.
The values of variables x, y and z, in 18t row are 0, 0 and 0 which correspond to minterm X' «y «Z.
The values of x, y and z in 2nd row are 0, 0 and 1 which correspond to minterm X' sy « z.
The values of x, y and z in 5% row are 1, 0 and 0 which correspond to minterm xsy'«Z.

The values of x, y and z in 8th row are 1, 1 and 1 which correspond to minterm XeYy ez
The required function shall be the sum of all these minterm i.e.

fF(X,Y,Z) =X oy eZ +X oy eZ+Xey ¢Z +Xoyez
Note: The Boolean expressions determined are in DNF.

In case we want to determine the Boolean expressions corresponding to the given truth tables of the
functions, we shall consider the rows in which vaue of the expression is 0 and find the maxterm
corresponding to such rows. The required Boolean expression in CNF shall be the product of all these
maxterm as shown below.

(i)

Maxterm corresponding

X y z Fxy.2) to zero valueof f
0 0 0 0 X+y+z

0 0 1 0 X+y+7

0 1 0 0 X+y +z

0 1 1 0 X+y +7

1 0 0 0 X' +y+z

1 0 1 1 _
1 1 0 0 X' +y +z

1 1 1 1 _———

Required functionin CNFis
(X+y+2)e(Xx +y +Z)e(X +Y +2)e(X +y +Z)e(X +y +Z)«(X +y +2)
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f(x,y,2)

Max term corresponding
to zero value of f

PP P OOOO X

PP OOPFRPFRF OO X

[EEN

P ORFRPORFR,ORFR O N

Or OO0 r oo

X+y+2z
X+y+7Z
X+y +2z
X+y +7
X +y+z
X +y+7
X' +y +z
X +y +7

Required function in CNF is

(X+y+2)e(x+y +Z)e (X +Y +Z) (X +y +2)«(X +y +Z)-(x +y

(iif)

|y [zt | M e T
0 0 0 1 _—
0 0 1 1 _—
0 1 0 0 X+y +z
0 1 1 0 Xx+y +7
1 0 0 1 _——
1 0 1 0 X' +y+7
1 1 0 0 X'+y +z
1 1 1 1 —_— — —

Required CNF is

(X+y +2)e(x+Yy +Z)e(X +y +2)+(X +y +2)

Note 2: For the sake of convenience only, we determine the required Boolean expression in DNF if the
number of 1sin the column of values of the function is less than Os and in CNF if the number of Osin
the column of values of the function is less than the number of 1s.

Example 49: Find vaue of the Boolean function given by

f(X,y,2) =xy+7

Solution: We know that each one of these variables can take the value 0 or!
All possible values of the given function are shown in the following table:

X y z Xeoy z Xey+Z
0 0 0 0 1 1
0 0 1 0 0 0
0 1 0 0 1 1
0 1 1 0 0 0
1 0 0 0 1 1
1 0 1 0 0 0
1 1 0 1 1 1
1 1 1 1 0 1

+Z)
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26. MINIMAL SUM OF PRODUCTS

Consider a Boolean sum-of-product expression E
E, = number of literals in E (Counted according to multiplicity)
Es = number of summandsin E
[llustration: Let E = xyz' + X'y't + xy'z't + X'yzt
Then E,=3+3+4+4=14,E =4
Suppose E and F are equivalent. Boolean sum-of-products expression, we say
E issimpler than F, if
()E.<F_ and (i) Eg < Fg
We say E isminimal if there is no equivalent sum of products expression which issimpler than E. There
can be more then one equivalent minimal sum of products expressions.

27. PRIME IMPLICANTS

A fundamental product Piscalled aprime implicant of aBoolean expression E if P+ E = E but no other
fundamental product contained in P has this property.

Example: Let E =xy' + xyzZ + x'yZ

Wecanshow that xz + Ez=Ebutx + EZEandZ + E # E. Thus xZ' is aprime implicant of E. Hence
A minimal sum of products form for a Boolean expression E is a sum of prime implicants of E.

28. CONSENSUS OF FUNDAMENTAL PRODUCTS

P, and P, are fundamental products such that exactly one variable, say x, appears uncomplemented in
one of P; & P, and complemented in the other, then the consensus of P; and P, is the product (without
repetitions) of the literals of P, and the literals of P, after x, and X', are deleted. If Q is consensus of
P, and P,, then P, + P,+ Q =P, + P,.

How to find Consensus
Example 49: Find Consensus Q of P, and P, where

(@ P, = xyz'sand P, = xy't (b) P, =xy"and P, =y
() Py =X'yz, P, = X'yt (d) P, = x'yz and P, = xyz'
Solution:
() Deletingy andy' & then multiplying literals of P; and P, (without repetitions) we get
Q=xz4t

(b) Py =xy andP, =y
Deletingy and y' gives
Q=x

(c) P,=Xyz, P, =Xyt
P, & P, have no consensus as no variable appears as an uncomplemented in one of the products
and complemented in the other.

(d) P,=xyzand P, = xyz'
Each of x and z (more than one & not exactly one) appear complemented in one of the product
and uncomplemented in the other)

Hence P, and P, have no consensus.
How to find Primeimplicants of a Boolean Expression—Algorithm
Input : Boolean expression E =P, + P, + ... + P, where P's are fundamental products.
Output: Expressed as sum of its prime implicants.
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Step-I Delete any fundamental product P; which includes any other fundamental product P,
(permissible by absorption law).

Step-1l Add consensus of any P, and P, provided Q does not include any of the Ps (permissible by
PL+ P+ Q=P +Py).

Step-111 Repeat step | and/or step I1.

29. SWITCHING CIRCUITS

A switch in an electric circuit is a device which has two basic states. One state is the closed state
called its on position when it alows the current to flow in the circuit. The other state is open state
called its off position when it does not allow the current to flow in the circuit.

We denote the switch in circuit by x and assign value 0 to x when the switch is in open state or off
position and assign a value 1 to x when the switch isin closed state or on position. These values 0 and
1 which denote the two states of the switch are called state-values of the switch.

We also use X' or x°to denote the switch whose state is opposite to that of the switch x. It means that
if x denotes a switch in on position then x’ denotes a switch in off position and vice versa. Switch X' is
caled invert of x.

The state values of x and x" are given below in tabular form and their positions shown in the diagram-

State values of
X X'
0
1 0
7
.—
A B
—> —
@ @

X

Since the variable x denoting the switch can assume two values 0 and 1, it is called a Boolean variable.

29.1 Two ways of connecting two switch in a circuit

1. Parallel Connections. In thistype of connection the switches are connected in such a way that the
current will flow from one end to the other only when at least one of the two switches are in a closed
state or on-position i.e. the values of at least one of the two switches (say x; and x,) is equal to
1. (x; =1, or x, = 1 or x; =X, = 1). In such a case the state value of the circuit connection is 1 when
the current flows and 0 when the current does not flow through it. This can be depicted in tabular
forms as given below for two switches x; and x,

State value of
X1 X Circuit connection (x,; paralel x,)
0 0 0
0 1 1
1 0 1
1 1 1
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2. Series Connection: In this type of connection the switches are connected in such a way that the
current will flow from one end to the other end of the circuit when both the switches are in closed state
or on-position (i.e. the value of x for the two switches (say x; and X,) each isequa to 1 (x; == 1,
X, = 1). The state value of the circuit connection in this type of connection can also be shown in tabular
form as given below:

State value of
X1 X Circuit connection (x; in series with X,)
0 0 0
0 1 0
1 0 0
1 1 1

29.2 Switching circuit and Boolean Algebra

Let 0 and 1 denote the two states of a switch as well as the circuit connection (i.e. x = 0, 1). Let
S={0, 1} be a set. Let the two operation of connecting the switches in series and parallel be denoted
by O and O respectively and the operation of inversion be denoted by / (X' is invert of x). Then (S,
paraldl, series, /, 0, 1) or (S, O, [0 /, 0, 1) is a Boolean algebra where S = {0, 1}, 0 and 1 are the
identities for the operations of paralléel ([J) and series ([)) connections. It should be noted here that 0 and
1 denotes the two states (off and on) of a switch and has nothing to do with the numbers 0 and 1.

29.3 We shall prove that (S, 0,0/, 0, 1) is a Boolean algebra

1. If we connect any two switches in any of the two states (0 and 1) either in series (0) or in paralléel
(O) then the resulting state of the circuit shall also be any one of the two states ( 0 and 1) i.e. the result
of any of the two operations ([l or [J) on any two of the elements of the set S = {0, 1} isagain an
element belonging to S. Thus the two operations of circuit connection in series (0) and parallel () are
closed for the elements of S.

2. If x4 and x, are two switchesin any one of two states (0 & 1) connected in parallel (1) or series (L)
the resulting state (O or 1) of the circuit remains unchanged on interchanging the states of x; and X..
Thus the two operations of series ([)) and paralldl () are commutative.

3. If we have three switches x;, X, and X5 then the result of order of application of the operation [ or
O does not affect the result i.e.

Xp O (X OXg) = (X OXy) OXg
and X, O (X, Oxg) = (X, Ox,) Oxg
It means the two operations are associative.
4. 1t can also be shown that the each of the two operations distributes over the other i.e.
X, O (X, OXg) = (X3 Ox5) O(xy OXg) ..(1)
and Xp O (%o OXg) = (X4 Oxy) O (xq UXg) ..(2)

Thus is easily seen with the help of the following table giving the results of operations.
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Xp | X | X | Xp OXg | X0 (XH X3) | X OX, | X§ Xz | @y M) LX;  X3)
@ e @4 ©) (6) () ®

0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0

0 1 0 0 0 1 0 0

0 1 1 1 1 1 1 1

1 0 0 0 1 1 1 1

1 0 1 0 1 1 1 1

1 1 0 0 1 1 1 1

1 1 1 1 1 1 1 1

Hence columns (5) and (8) are identical, which proves the distributive property (1). Similarly we can
prove the distributive property (2).

5. If we connect a switch x, in state O or 1 in parallel with state O of the second switch X,, the resulting
state is 0 or 1 respectively. The same is the result if we interchange X; & X, i.e.

000=0=000
100=1=001
It means O is the identity for the operation ‘parallel’ (0) Similarly if we connect x, in state O or lin

series with x, in state 1, the resulting state of the circuit is O or 1 respectively. The result remains the
same if we interchange x; and X,

i.e 001=0=100
101=1=100
Thus the 1 is the identity for the operation *series ([)

6. If we connect any one switch (in state 0) with the other switch (in state 1) in parallel we get state 1
(the identity for series) (i.e. 1 00=1=001) . Similarly if we connect any one switch (in state 0) with
the other switch (in state 1) in series, we get the state 0 for the circuit (which is identity for parallél).
Thus 0 is the complement of 1 and 1 is complement of O.

Hence (S, 0, 0, /, 0, 1) is a Boolean algebra.

29.4 Aims of Boolean algebra of switching circuits

1. Representation of switching circuits by Boolean expressions.

2. Representation of Boolean expression through a switching circuit.

The ultimate aim is the reduction of circuits into ssimpler form.

Any one circuit is said to be in a simpler form as compared to that of the other if the first circuit

contains less number of switches than the other.
30. REPRESENTATION OF BOOLEAN EXPRESSIONS THROUGH SWITCHING CIRCUITS

Here « or [shall denote a connection of switchesin series and + or [ shall represent the connection of
switches in parallel. The symbol / denotes inversion or complementation i.e. if x, denotes on state then
X, shall denote off state of the switch x, and vice versa.

Example 50: Draw the circuit represented by the polynomial.
alb(c+d)+c(e+f)]
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Solution: The required circuit can be drawn in the following steps.
1. Thiscircuitcontains a switch a in series with the combination b(c + d) + c(e +f)

2. Thecombination b (c + d) + ¢ (e + f) contains the two sub-circuits b (c + d) and c (e + f) connected
in parallel to each other in the circuit.
3. b(c+d)contains the switch b connected in series with combination of cand d in parallel.

4. ¢ (e + f) contains the switch ¢ connected in series with combination of swtiches e and f in
parallel.

Combining all the four parts the circuit in as shown below:

b
o—]
_.d._
a
—e —
_.6._
C f

1. Various Boolean expressions and their corresponding switching circuits are given below:

(1) x+x' oy

(2) xe(ytz)+txe(y+z)

® @
z
L g o———
—
—>
y
o @&
o @
X ® ©
4
(3) xeyoeze+xoy ez+x'eyez
X y z
® © ® @ L [ 4
o © ® © L ® >
’
X y z
L [ 4 \ [ 4 ® @
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(4) xez+[y-(y +2)+(X +x+2)

X
O— —o
4Ey'=
z® — '
() x+y' +tz)(x+tyz)rzZwtw(y+z) e— 7 w

e 0 [
A B

z
Lo o——

Note: 1 If the circuit is given we can find out the corresponding Boolean expression also.

2. Simplified circuits of Boolean expressions: In such cases the given Boolean expression is first
simplified by using laws of Boolean algebra and then the switching circuit corresponding to the
simplified Boolean expression is drawn.

Example 51: Draw the simplified circuit of the Boolean expression

asbec + asb'sc + d+b'ec and test the equivalence of two circuits.
Solution: First we simplify the given expression as follows:

asbec + asb'sc + adeb'ec=(ab + asb’' + d*b')ec ..(1)
colas(b + b') + d<b] = co[ael + dA°b']
c[a + deb'] = co[(a + d)*(a + b)]

=cele(a+ b) =c(a+ b) ...(2)

and then draw the circuit of this simplified expression as follows.

—..—
c
A—H)r—o o——» > B

—.b’.—

The equivalence of the two circuits is verified by finding the truth values of the two expressions (1)
and (2) representing the two circuits as given below:
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@|Mm || a| b |asbec|asbec|d-Bec ab'cBabc a+b |ce(a+bh)
+a b ecC

DO A O] 6 () ) ) (10) 11)
o|o0|O0|1]1 0 0 0 0 1 0
oj|o0|1|1]1 0 0 1 1 1 1
o|1]0(|1]0O0 0 0 0 0 0 0
o|1|1|1]0 0 0 0 0 0 0
1/0|0|0]1 0 0 0 0 1 0
1/01|0]1 0 1 0 1 1 1
1|10 01]0 0 0 0 0 1 0
1]1]1]0]0 1 0 0 1 1 1

We see that the truth values of col (9) and col (11) representing expression (1) and (2) respectively are
the same. Hence the two expressions as well as the circuits represented by them are equivalent.

31. REPRESENTATION OF A GIVEN CIRCUIT INTO A SIMPLIFIED FORM

This is done by first converting the given circuit into a Boolean expression and then simplifying this
Boolean expression by using laws of Boolean algebra. The simplified Boolean expression thus obtained
isfinally represented by a circuit.

Example 52: Represent the following circuit into a simplified form

z
® @
y z
L o 6—0 o
—_— —
X X
— @ &—m o ©
y z
L— @ &6—m— o O

Solution: The given circuit shall be represented by the Boolean expression given below
(X +yez)ez + (X +y)o(x + 2)

which if simplified becomes
XeZ + (Yy*2)*z + X + yez

= XeZ + Yoz + X + yez (by associative and idempotent laws)
= XoZ + (y*z + y*z) + X

= XeZ + Yoz + X (asa+a=2a) o o

= XeZ + X1l + yoz = Xe(z + 1) + yez > e
= Xol + yez = X+ yez L o o—o0 o—

whose circuit is drawn here.

32. LOGIC GATES AND CIRCUITS

Logic circuits are structures made of certain elementary circuits caled logic gates. It is a machine
containing one or more input devices and only one output device. Each input device sends a signa in
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binary digits 0 and 1. The following figure shows a box which consists of a number of electric
switches or logic gates, wired together in some specified way. Each line entering the box form left
represents an independent power source called input (out of which some or al lines may supply voltage
to the box at a particular time). A single line coming out of the box givesthe final output which depends
on the nature of input.

—_—>
ircui Output line
Input power ~~"TTTTTTTTTTT > Circuit Box
line . — >
—_—>

Thus a gate may be considered as on or off according to whether the output level is 1 or O respectively.

33. TYPES OF LOGIC GATES

1. AND —gate: Let x,; and x, be the Boolean variables (each having value O or 1) representing the two
inputs. An AND-gate receives two inputs X, and X, to give an out-put denoted by x; O X, or X;* X,
whose value depends upon the values of x; and X, both. The nature of the output for inputs x; and X,
in AND-gate can be represented in tabular form as given below.

Logic Table for AND-gate

Xq X, X, OX, 0r X; ¢ X,
0 0 0
0 1 0
1 0 0
1 1 1

It is clear from this table that output voltage of the gate is 1 only when the input voltage of each of the
two inputs is 1. it is zero otherwise.
The standard pictorial representation of an AND-gate is shown below:

X1 >
X1 A Xy
X2 -

The diagram along with itstruth table for three input AND-gate is given below:

X1 Xy X3 X1 ¢ Xy * X3
Input 0 0 0 0
X, Output 0 0 1 0
X X1eX26X3 0 1 0 0
X3 0 1 1 0
1 0 0 0
1 0 1 0
1 1 0 0
1 1 1 1

[lustration: Let x; = 1110, x, = 0111, x5 = 0101 be input sequences for the AND gate.
The AND gate yields 1 only when all input bits are 1. This occurs only in 2nd position. Thus the output
sequenceis X, » X, » X3 = 0100.
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2. OR-gate: If x, and x, denote the two inputs then the output of such a gate is represented by x,; 00X,
or X; + X, whose value ( 0 or 1) depend upon the values of the inputs X, and x, as shown in the
followinglogictable

Logic Table for OR-gate

X, Xy X, OX, 0F X+ X,
0 0 0
0 1 1
1 0 1
1 1 1

It is clear from this table that the output voltage of an OR-gate is at level 1 whenever the level of any
one or both of the inputs wiresis 1.
The standard diagrammatic representation of OR-gate is shown below

Xl Vlm le Xz
Xy D >

A diagram along withitstruth tablefor three input OR-gate is given below:

X1

x
N
x
w
x
fid
+
x
N
+
x
w

Input
Output

X]
X2 X1+X2+X3

X3

P P P O OO O

P P OOR R OO
P ORr OFRr ORFR O
N e =)

1

Example: Let x; = 1010, X, = 0100 and x5 = 1100 be the input sequences for three input OR-gate then
the output sequence will bef (X, X,, X3) = 1110. The output bit isO only when all input bitsare 0.

3. NOT-gate: It is such a type of gate that receives an input x (whose value may be 0 or 1) and
produces an output denoted by X' (whose value shall be 1 or 0 according to as the value of x isO or 1
respectively) as shown in the following logic table.

X x'
0 1
1 0

Its standard diagrammatic representation is shown below
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A NOT gate can have only one input, whereas the OR and AND gates may have two or more inputs.

All these gates are elementary gates. We can design alogic circuit by using different combinations of
these elementary gates in which output of any of these gates is used as input of the other gate.

4. NAND gate: This gate is equivalent to a combination of AND gate followed by a NOT gate. A
NAND-gate receives two inputs X, and X, to give an output denoted by (x; U X,)" or (X;°X,)" whose
value depends upon the values of x; and x,. The nature of output for input X; and X, in this gate can be
represented in tabular form as given below.

Logic Table for NAND-gate

Xy Xy NAND (X, « X,)"
0 0 1
0 1 1
1 0 1
1 1 0

It's standard representation isjust like that of AND gate followed by acircle as shown below:

X1 -
>y
Xy -
5. NOR gate: It isequivalent to an OR-gate followed by aNOT gate. The tabular representation of the
output value y of two inputs x; and X, to a NOR-gate is shown below:

Logic Table for Nor-gate

Xq Xy NOR (x; +X,)'
0 0 1
0 1 0
1 0 0
1 1 0

Its standard representation is just like that of OR-gate followed by a circle as shown below:

X1

Xy

Exclusive-OR (XOR) gate: It is different from an OR gate as it includes only input sequences that
have an odd number of 1's. XOR gate for two inputs x; and X, is represented as

f(X1,%2) = Xg O Xp= Xg e Xzt Xp+Xp
The diagram and its truth table for two input XOR-gate is given below:

X1

X
2 x; @ x,
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X X Output
! 2 f (X1, X5) = X1+ Xp +X; 0 Xy
0 0 1
0 1 0
1 0 0
1 1 0

Thelogic circuit of two input XOR gates can be determined as shown below:

'
X
X4 1

'
XXy

Xy

’ ’
X]oX2+X]-X2

Tow-input XOR gate

34. REPRESENTATION OF LOGIC CIRCUITS BY BOOLEAN EXPRESSIONS

In the following logic circuit the inputs are x;, X, and x5. Output isy.

X3

% IR e R Rt
) e M o

A dot (asin theinput line of x, indicates the point whereinput line splitsand its bit signal issentin more
than one direction.

Hence we see that the inputs x; and X, are converted by AND-gate into an output X;*x, which serves
as input for NOT-gate to give the outputs as

(X1°%5)' (1)
Again the x; serving as input for NOT-gate gives x,' as output. This x;" along with x5 serves as input
for a OR-gate to give X;" + X5 as output. Thisx," + x5 along with previous out (X;°X,)" in (1) serve as
input for an OR-gate to give (X;°X,)" + (X, + X3) as the final output. Various Boolean expressions and
their corresponding Logic circuits are shown below:
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1. Xeyez + Xey'ez + Xey = (output B)
or XAYAZ)V(XAY AZ)(xey)=B

C e IR
|

Yy —& 4 >
A @ -
y
y' X \ xeoy'eze 4% xeyez + xey'ez +xey
> > » B
z i
X | \ xey
y " _J
2. ("0 X,) (X9X,)
X il \ X%,
5\ X, X, + X, 0X,
X "7' /
X, _
) ¢ > X19%2
X
3. (x19xy)'8(x3 T X4)
X1°%; (x1o%,)'
X; >
X, >
£ )(X1'X2)I‘(X3 +Xg)
X3 X)+ Xy
X4

Example 53: Draw the logic circuit to represent the following expression
f(ab,cd)=al[(bDOdp (@ QaDOd ©))] b
Solution: This can be done in the following steps by using the rule of precedence.

1. b Od can berepresented as
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2. aldd ¢’ canberepresented as

d (avdve)

3. cO(ad @ ') canberepresented as

a

d (avdve) ca(avdvc)

=7

C

Y

1 ]

4. Combining steps 1 and 3 the expression (bOd')J (8 (& Od <)) B canberepresented as

d » bvd
d D o d’ “’/ -
B

caAlavdvce)

~
>

. )

V 7> ( )
ca(avdve
CDO v W
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Example54: Determine the function representing the circuit given below:

>0 :

Solution: The given function shall be
(@+b)«c or (alb)0 c

Example 55: For the formula (p 0g)d« =  p) draw a corresponding circuit diagram by using
NOT, AND, OR gates.
Solution: The given expression is
(POAQOA B por(p-a) (-p)
which can be represented as follows under the two given conditions:
Using NOT, AND and OR gates
_r ™ peq

—

(peq)e+(Tep)

35. ALGORITHM TO FIND THE TRUTH TABLE FOR A LOGIC CIRCUIT L IN WHICH OUTPUT Y
IS GIVEN BY A BOOLEAN SUM OF PRODUCTS EXPRESSIONS IN THE INPUTS
Step 1 Write down the sequences for the input A, A,, ... and their complements.
Step 2 Find each product appearing in output Y such that a product x;*X,...= 1 in aposition in which
al the x4, X,, ... have 1 in the position.

Step 3 Find the sum Y of the product such that x; + X, +...= 0 in a position in which &l the x4, Xx,,
have 0 in the position.

Example 56: Find out the output Y of the logic circuit represented by Y = X;oX5*X3 + XX, *X5 +
X;'*X, where x; = 00001111, x, = 00110011, x; = 01010101 are the 8 bit special sequences.
Solution: We have

X, = 00001111, x, = 00110011, x5 = 01010101
and X;" = 11110000, x," = 11001100, x'; = 10101010

X1*X,*X3=00000001
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X;'*X,'*Xx3=00000100
X;'*X,=00110000
thenY orT(L)=00110101

36. KARNAUGH MAPS

Karnaugh maps are pictorial devices or graphica methods to determine the prime implicants and
minimal form of Boolean expressions involving not more than six variables. Thus it gives us a visua
method for simplifying sum of product expressions.

Before explaining the use of Karnaugh maps to simplify sum of product expressions of a Boolean
function we shall define a few terms.

We already know that a minterm is a fundamental product involving all the variables and a
complete sum of products expression or D.N.F is a sum of distinct minterms.

Two fundamental products P; and P, are said to be adjacent if P, and P, have the same variables and
differ in exactly oneliteral. It meansthat there must be an uncomplemented variable in one product and
complemented variable in the other product. The sum of two such adjacent products P; and P, shall be
equal to afundamental product with one less literal as explained in the examples given below:
In each of the following two examples P, and P, are adjacent.
[Mlustration 1. P; = XeyeZ', P, = X'eyeZ

Pp+ Py = (X + X')o yoz' = leyeZ' = yZ'
[Mustration 2: Py = X'eyezew, P, =Xey e Zew

Pi+P,=Xoyew (z+Z)=Xoyew

Note: If P; = X'eyezew and P, = Xxeysz'sw then P, and P, are not adjacent as these differ in two
literals.
Also if P; = xeyew' and P, = xeyswez, then P; and P, are not adjacent since these have different
variables.

Now we shall explain the method to simplify a complete sum of product expression with the help of
Karnaugh map for two, three and four variables separately.

37. (A) APPLICATION OF KARNAUGH MAP TO SIMPLIFY A COMPLETE SUM OF PRODUCT
EXPRESSION INVOLVING TWO VARIABLES

The map consists of a sguare divided into four sub-sgquares as shown in fig (a) below. Let the two
variables be x and y. The map is considered like a Venn diagram. Variable X is represented by pointsin
the upper half of the map as shown by shaded portion in fig (b) and X’ is represented by the pointsin
the lower half of the map (shown unshaded in the samefig (b)). Similarly y is represented by the points
in the left half of the map as shown by shaded portioninfig (c) and y' shall be represented by the points
in the right half of the map (shown by unshaded portion in the same fig (c)).

In this way the four possible minterms involving two variables i.e. xsy, xey', X'sy, x'sy’ shal be
represented by the points in the four sub-squares in the map as shown below in fig (d).

y y' y y'
X X X X xeoy xey’
x' X X X x'oy x'ey

fig (a) fig (b) fig (c) fig (d)
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Since a complete sum-of-products expression is a sum of minterms, it can be represented in a
Karnaugh map by placing checks in the appropriate squares. We may aso place any number say 1 in
these squares.

After representing the complete sum-of-product expression on the Karnaugh map, we can determine
(i) a prime implicant of the given expression which will be either a pair of adjacent squares
(minterms) or an isolated square which is not adjacent to any other square of E(x , y).

(if) a minimal sum-of-products form of E(x, y) which will consist of a minima number of prime
implicants covering all the squares of E(X, y). It means that whenever there are checks (or 1s) in two
adjacent squares in the map, the minterms represented by these squares can be combined into a
product involving just one of the two variables. For example, xey' and x'sy’ are represented by two
adjacent squares which taken together form the right half of the map (which in represented by y').
Therefore xsy' + X'¢y' is minimized to y'. If we have check in al the four subsquares, the four
minterms shall be represented by the expression 1 involving none of the variables. We draw loops or
circle covering the block of sub-squares in the map that represent minterms that can be combined and
then find out the corresponding sum of products. Our aim is to identify the largest possible blocks and
to include al the checks or 1s with the smallest number of blocks using the largest blocks first and
always using the largest possible blocks.

Example 57 Use Karnaugh maps to determine the prime implicants and a minimal sum-of-products
form for each of the following complete sum-of-products expressions

(i) Ep = xoy + xoy'

(i) B, = xey' + X'ey

(iii) Eg = Xoy + X'y + X'sy'
Solution: Karnaugh maps showing checks of minterms for the three given expressions are shown
below.

y y y y y y
X X 4 X 4
7/ 4
X X 4 X' 4 4
El EZ E3

The grouping of minterms as shown above, using Karnaugh maps, is represented in the following
figures

y \4 y y' y y'

BEA -, Q1 LA

E, E, E,

(i) E,; consists of only one prime implicant comprising of two adjacent squares which are represented
by a single variable x. So the only prime implicant of E; is x. Therefore the minimal sum-of-product
form of E; = x.
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(i) E, consists of two isolated squares representing xey' and x'sy shown by two loops. Therefore
xey' and x'ey are the two prime implicants of E,. Thus E = xsy' + X'sy is the minimal sum of product
form of E,

(iii) The squares containing all the minterms xey, x'sy and x'sy’ of E; contains two pairs of adjacent
squares covered by two loops. The vertical pair of adjacent squares (represented by one loop)
represents the variable y and the horizontal pair of adjacent squares (represented by another loop)
represents x'. Thusy and X' are the prime implicants of E;. The minimal sum-of-products form of E;
=X +vy.

[B] APPLICATION OF KARNAUGH MAP TO SIMPLIFY A COMPLETE SUM-OF-PRODUCTS

EXPRESSION INVOLVING THREE VARIABLES

The map consists of a rectangle divided into eight squares as shown below. Let the variables be x, y
and z. The variable x is represented by the points in the upper half of the map and X' is represented by
the pointsin the lower half of the map. y is represented by the points in the left half of the map and y'
by the pointsin the right half of the map. z is represented by the pointsin left and right quarters of the
map and z' by the points in middle half of the map as shown below:

14 y \W y' ) yoz yoz' y'ez  y'ez

or

H_J

Z z' z

All the eight minterms involving three variables i.e. Xsysz, XeyeZ', Xoy'sZ', Xoy'ez, X'syez, X'eyeZ',
X'ey'eZ' X'ey'ez are represented by the points in a square as shown below.

yz yeZ y o7 y z
X Xeyez x.y.z' x.y’.z x.y.z
X' X' eyez X eyeZ X oy o7 X ey ez

In the Karnaugh map with three variables a basic rectangle denotes either (i) a sgquare or (ii) two
adjacent squares or (iii) four squares which form a one-by-four rectangle or two-by-two rectangle.

These basic rectangles corresponds to fundamental products of (i) three or (ii) two or (iii) one literal,
respectively. Also the fundamental product represented by a basic rectangle is the product of just those
literal that appear in every square of the rectangle.

In order that every pair of adjacent products are geometrically adjacent, the |eft and right edges of the
map are identified by converting the map in the form of a hollow cylinder with left and right edges
coinciding.
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As in case of two variables we represent a complete sum-of-product expression by placing checks in
the appropriate sguares of the Karnaugh map. Then a prime implicant of E shall be a maximal basic
rectangle (a basic rectangle not contained in any larger basic rectangle of E).

A minima sum-of-products form for E shall comprise of a minima number of maximal basic
rectangles of E which taken together include all the squares of E.

Example58: Find the prime implicants and a minimal sum of products form for each of the following
complete sum-of-products expressions.

(I) El = Xeyez + X'y'Z' + X”y'Z' + X°y'-z
(i) By = xeyez + X'eyez + X'oyeZ' + zey'ez + X'ey'ez
Solution: (i) Checks are placed in the Karnaugh map corresponding to the four minterms in E; as
shown below

yoz yoz' y'ez' y'ez'

[iB &

We see the E; has three maximal basic rectangles & therefore has three, implicants. There are xy, yz'
and xy'z all of which are needed to cover E. Thus the minimal-sum-of-prodcut form for

E=xy +yz +xy'z
(ii) Checks are placed in the Karnaugh map corresponding to the four minterms of E, as shown below

yz yz' vz y'z

\ ’

Here E, has two prime implicants which have been circled. One is the two adjacent sgquares
representing x'sy (=x'eyez + Xx'ey+z') and the other is the two by two square (spanning the first and
the last edges) which represents z (= xeysz + X'eyez + Xey'ez + X'sy'sz). Both these implicants are
required to cover E,. Thus the minimal sum for E, = xsy + z.

[llustration: The expression E; = Xey'ez + xey'sZ' + X'syez + X'ey'ez + X'sy'eZ' can be represnted
as given here. Its minimal form is given by
E;=y +Xez
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yeoz yeoz' y'ez' y'eoz
X
4 4
X' 4 4

[C] Application of Karnaugh map to simplify sum of product expressions involving four

variables:
Karnaugh map for expressionsinvolving four variablesis a square divided into sixteen small squaresto

represent the sixteen possible minterms in four variables as shown below:

yez y-z y-Z y .z
X WeXeyez WeXeyeZ WeXey oZ WeXey oz
wWex' WeX eyez WeX eye?Z WeX ey o7 WeX el ez
w' e X' WeX eyez W eX eyez Wek oy oz W o'X o'y o7
w'e WeXeyez W eXeye?Z W eXey o7 W oeXxely ¢z

By definition of adjacent squares, each square is adjacent to four other squares. The simplification of a
sum-of-products expression in four variables is achieved by identifying those group of 2, 4, 8, or 16
squares that represent minterms which can be combined.
We give below a sum-of-product expression, its Karnaugh map and it simplified form:

E = Xoyoz’ow' + Xoyoz’ow + Xoy'oZoW + Xoy'oZoW' + X'oy’oZoW + X'oy’ozow’ + X'oyoz'ow'
Simplified form is y'sz + Xeyez' + yezZ'ew'.

zZoW 7' ow' 7' ow' 7' ow

[




9.68 DISCRETE MATHEMATICS
38. PRODUCT EXPRESSIONS & K-MAPS

A few sum of product expressions and their K-maps are given below in the first columnof the table.
The prime implicants and the minimal sum of product form have also been evaluated from these K
maps and given in column 2 and 3 respectively

Boolean expression and Prime Equivaent minimal
theireK-map implicants sum of product form
1| Ep = XXy + XX5 X1 Xq
X, xz'

<2

’

X1

— T ] I ] T
2. E, = XX, X1 X5 XX, X1, X5 X3 + X,

'

X

X1

[
| g

3. B3y = XXy X1 X5 Xq X, X1 X5 Xg X + X1 X5
X, xz’
o
Xy’ v

4. B4 = Xy 0 Xy e Xg + X XoX5 + X ¢ X, ¢ X3 X1 X9, X5 X53,X] X5 X3 X1 Xy + Xy X5 + X7, X5 X3

! ’ ! r
XpX3 XpX'3 XpX'3 X'pX3

w2

1Yl e

5.| Eg = XXy X5 + X XoX3 +X1X5 X3 X1 X3, X3 X1 Xy *+ X3
+ X1 Xp X3 + X1 X5 X3

XX3 XX'3 X'pX'3 X')X3

RIF> v

Xy’ v/ 4
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Boolean expression and Prime Equivaent minimal
their K-map implicants sum of product form
6. | Eg = Xy X5 X5 + X X5 X5 + X7 X5 X3 X1Xo,XoX3, X1 X3
+X7 X5X5 + X XoXg and x; X5 = XX, + XX + XX,
X2%3 XpX'3 X'X'3 X)Xy

!
1
' ]
\

’

X1 \,j
! /, I I
7. | X1X5X5 + X XoXg + X XoXg + XX X5 X1 X}
XX; XX'3 X'pX'; X'pXs
X
Xy 4 '4 '4 4

Note: The minima sum of products form obtained in the above table from K-map can also be
determined algebraically by using Boolean Algebralaws.

EXERCISES
1. The two operations + and ¢ are defined on anon empty set B ={p, q, I, s} asfollows:

+ | p |l gl s . p | g | r | s
p p q q p p p p S | S
q q q q q q p q r S
r q | q r r r s | r| s
s | p| q r s s | s| s | s |s

Prove that (B, +, *) is a Boolean algebra.
[Hint: sistheidentity for + and q is the identity of °]
2. Let She aset of positive divisors of 30 and the operations [l and O are defined as
xOy=u,theL.CM.of a b
and x0Oy=v,theHCF ofab O x,y,uvQdS
Prove that (S, [, [J) is a Boolean algebra.

[Hint: S = {1, 2, 3, 5, 6, 10, 15, 30}, 1 is the identity for O and 30 is the identity for O
complement of x shall bey such that x Oy =30 and x Oy =1]

3. If (B, +, *, /) isaBoolean algebra and a b O B then prove that
() d+ab=4a+b
(i) @+b) +(a+b) =4
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[Hint: (i) (@a+b) +(@+b) ] =[(a+ b)ye(@+b) (by Demorgan’s law)
= (a+ beb (by distributive law)
=(a+0) =4]

4. If (B, +, ¢, /) isaBoolean algebra, prove that
(i) asb + &b’ + dsb +ad*b’' =1 ] a b OB.
(iasb+deb'=(@ +b)s(@a+b) o ablB.
5. If(a+x)=b+xanda+x =b+x', provethat a=bwherea, b, x 0B and (B, +, *, /) isaBoolean
algebra.
6. Find C.N.F. of X(Xq, X5, X3) = ((x OX'5) O (X, OX'g))
[Ans: (Xy" Ox, Oxg) O (X" Ox, OX'5) O(Xy Oxy, Oxg) O (X OX'5 T Xg))
7. Obtain the digunctive normal form (join of minterms) of the following Boolean expression.
(X, Ox9) O(x, Ox5% O (x5 Ox,% where subscript ¢ represents complement.
[UPTU., MCA Il Sem 2001-02]
[Hint: x, Ox', =X, 0x,) 01 =(x; Ox'5) O(x3 OX'5)
(x, Ox'5 Ox5) O(xg Ox', OX'y) ..(1)
(X, Ox3) O1 =(x, Ox'3) O(xg OX'y)
= (X, Oxg' Oxqp) O(x, Ox'53 0X%4")
= (X Ox, 0x5) (X' Ox, OX'y) ..(2)
and x3OX; =Xz 0Ox') OI=(xX30x"y) O(x, OX'y)
= (X3 Ox'4 Oxy) O(xg Ox'y Oy
= (X Ox, Oxg) O (X' OX'5 OXg) ..(3)
The required result is (1) O (2) O (3).
8. Express the following functions in digunctive normal form.
@ Xy, y, ) =[x+y +(y+27] +yz
(b) Xa(x, y, 2) = [(x +'y) (ZY')]
[Ans. (@) X'yz + X'yZ' + Xyz (b) xyz + xy'z + xyz' + X'yz + xX'yz]
9. Express the following expression in DNF in the smallest possible number of variables
(a+ b)(a+ b)@ + c). Also find DNF in the variables &, b, c.
[Hint: (a+ b)(a+ b')@ +c) =(ad +a' + ba+ bb')@ + ¢)
=(at+tab +ab)a +c)=ad +ac+abc +abc
=ac+abc=ac(l +b)=acl=ac
which is DNF in 2 variables. Again asc = ac(b + b") = acb + acb’ = abc + ab'c/]
10. Simplify (x + y)(x + 2)(x'y")’
[Hint: (x +y)(x +2)(x +y) = (X +y)(x + 2)
S XX+ XoZ+YeX +Yoz=X+ Xy +Yyz=X+YyZ]
11. Express the following of Boolean expressionsin C.N.F
()X +yz (i) xy + x'y'
[Ans: () (X' +y + (X' +y +Z)(X +y + 2)(X' + Y +2)
(i) (X" + y)(x +y)]
12. Draw the swithing circuit of the following Boolean expression
X(X, ¥, 2) = (x+y) s (X +yez)

Similarly x, Ox4'
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[Ans:

14. Find the prime implicants and a minimal sum-of-products form for each of the following complete
sum-of-product  expressions
(i) E; =xyz+xyz +X'yz' +X'y'z
(i) E; =xyZ +xy'z +X'yz+X'y'Z
(i) Eg=xyz+xyz' +X'yzZ +X'y'Z +X'y'z
[Ans: (i) E; = xy + yZ' + X'?y'z
(i) E,=xZ +y'Z xy'Z
(iii) Eg =xy + X'Z' + X'y']
15. Simplify the switching circuit given below and show that the two circuits are equivaent by using
truth table.

92 @ ®bhH®
- 0@ L' ® >
——0a' @ oL’ @

a.
[Ans: > (a+ D)
b
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16. Givethe simplified form of the following circuit

® @ @ [ 4
@ x [ 4 @ y'. [ J z [ 4 OWC
o’ e o' o
R I
® @ o ©
oo o’ o PSS
o’e o’e Ve
X
o ©
[Ans: oye X+y+w
oW @
17. Draw the following network into simplified form: [C.C.SU., M.Sc. (Maths) 2004]
od e ®re— ore ode
P @ 1@
—> —
—op' @ ®qe @ O—

[Hint: The Boolean expression corresponding to the given network is

Qer+p) (g +n+gdf
18. Construct a circuit using gates to realize the Boolean expression:

f=(X; +X5)e(X] +X3) + (X5 +Xy4) [C.C.S.U., M.Sc. (Maths) 2004]

X_lzj : (X; +X,)
2 I_> (x) %) (x'y +x3)

[Hint: i
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19. Write the Boolean function corresponding to the following network
[C.C.SU., M.Sc. (Maths) 2005]

’

=9

[Hint: Xey+ X oyez]
20. Find theduasof (i) x'«1+(y +2z) and (i) a«<(b+0)
[Ans: (i) (X' +0)«(Y +2) (i) a+(b-1
21. Construct an identity from the absorption law a- (a + b) = a by taking duas
[Ans. a+a+b=a]
22. If the Boolean operator [] called XOR operator isdefinedas 10X 0, 101 € 1, 0D =1 1
and 00 0= 0, then prove that
xOy= (¢ y) (xy)
xOy= (Xey)y (X-y)

[Hint:
X |y [ xOy | x y [ xy | (xy) | ( y)exy) | xy | Xy | Xy+ Xy
0]0 0 0 0 1 0 0 0 0
01 1 1 0 1 1 0 1 1
1|0 1 1 0 1 1 1 0 1
101 0 1 1 0 0 0 0 0

23. Apply rules of Boolean algebrato prove that
() @by (@ B vy
(i) [adcd (BT cf] [b Ocd(a=c)} a b
24. 1f B={0, 1}, compute truth table for the Boolean function f : B; — B determined by the Boolean
expression
() p(a,b,c)=(@alb)0 (1 (& b))
(i) p(a,b,c)=addmdd c)
Also construct the logic diagram implementing these functions.
25. Show that inaBoolean algebra, forany x,y,z 0B

(xD20 (0 2¥ (K §) 2

[Hint: LHS=(x0O2)'0 (yO 2) (by De Morgan's law)
=(x'02)d0 (1 2) (by De Morgan’s law)
=(x'0Oy)d Z (by distribution law)

= RHS.
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26. Isthelattice whose Hasse diagram has been given below a Boolean algebra
I

o

[Hint: d and f both are the complements of b. It mean complement of b is not unique. Henceit is
not aBoolean algebra.

MULTIPLE CHOICE QUESTIONS (MCQs)
1. The minimum number of elementsin aBoolean algebrais

@1 (b) 2 (c) 3 (d) 4
2. ldempotent law in Boolean algebrais
(@ (@) =a () a+a<b=a (c) a+ta=a (d a+l=a

3. In Boolean algebra, if a, b 0 B, then absorption law is

(@ a+(ash) =a (b) aca=a (c) ata=a (d) none of these
4. In Boolean algebra a«a = a isknown as

(&) De-Morgan's law  (b) Absorption law (c) ldempotent law  (d) none of these

5. In Boolean algebra a« (a + b) = a isknown as

(a) ldempotent law (b) Absorption law (c) De-Morgan's law (d) none of these
6. In Boolean algebra a+ (b+c) = (a + b)«(a +c) followsfrom
(a) Distributive law (b) Associative law (c) ldempotent law  (d) none of these
7. For any two elementsaand b in Boolean algebra (a+ b)' =a «b and(a-b) =a +b areknown
(a) ldempotent law (b) Absorption law (c) De-Morgan's law (d) none of these
8. In Boolean algebra, the dual of a«0 =10 is
@ a+1=1 (b) a-0=1 (c) 0ea=0 (d) none of these
9. In Boolean algebra, thedua of a«(b+c) = (a+b) +(a-c) is
(@ a+(bsc)=(a+th)+(a+c (b) (b+c)-a=(a-c)+(a-b)
(c) asb+aec=(ash) +(a-c) (d) none of these

10. In Boolean algebra, thedua of a-a =0 is

(@ a+a =1 (b) a-a=0 (c) asa =1 (d) none of these
11. In Boolean agebra, which of the following statements is true for x,y [0 B

@ (xey) =x -y (b) (xey)=x+y (c) (xey) =x+y (d) noneof these
12. In Boolean agebra, if a, b 0B, then a+a b isequa to

@ a+b (by & +b (c) a+ap (d) none of these
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13. In Boolean algebra, if a, b 0 B, thenvaueof a +a+b isequal to

@ a+b (b) a+b () a+b (d) none of these
14. In Boolean algebra, if a, b 00 B, thenvalueof a«(a-b) is
(@) a-a (b) b+a (c) a-b (d) none of these

15. Which of the following statement is true in Boolean algebta, where a, b [0 B
@ (x+y)=x-.y (b) (x+y)=x+y (c) (x+y) =xey (d) noneof these
16. In Boolean algberaif a (] B,then

@ (@) =4d (b) @) =a-a (c) @) =a (d) none of these
17. Which of the following statements is false in Boolean algebra, where a, b [0 B
(@ as(a+b)=b (b) (@) =a (c) ata=a (d as.a=a
18. Which of the following statements are true in Boolean agebraif a0 B
(@ a+l=a by a+1=1 (c) a-0=a (d) a-0=1
19. Which of the following statement is true in Boolean algebraif x 0 B
(@ x+x =1 () x+0=0 () x+1=1 (d) xex' =1
20. A Boolean algebra can not have
(a) 2 elements (b) 3 elements (c) 4 elements (d) 5 elements
21. Simplified form of the switching function F(x,y) = X + XYy is
(@ X-y (b) x (©y (d x+y
22. Simplified form of the switching function F(X,y,z) = Xey +yez +yeZ is
@y (b) x (c) Xey (d) none of these
23. The Boolean expression Xy + X«y + Xy +X y isequivalent to
@ o (b) 1 (©) xy (d) none of these
24. |.u.b. of the elements aand b of a Boolean algebra B is
@ a+b (b) 1 (c) O (d) a-b
25. g.l.b. {4 b} of aBoolean algebraB is
(@ a+b (b) a-b ()1 (d) 0
26. Complete D.N.F. of a Boolean function in two variables p and q is
(@ Peg+p-q+peq +p-d (b) peq +pq
(c) p+q (d) Pep+q-q+pe-q+p-q
27. The complement of Boolean function F(x,y) = X'y +xy +X ¥ is
(@ Xey (b) x +y (c) (xeoy) (d) none of these
ANSWERS
1. (b) 2. (o) 3. (39 4. (c) 5. (b) 6. (2 7. ()
8. (a9 9. () 10. (a) 11. (b) 12. (c) 13. (b) 14. (c)
15. (a) 16. (c) 17. (a) 18. (b) 19. (a) 20. (b) 21. (b)

22. (a) 23. (b) 24. (a) 25. (b) 26. (a) 27. (a)



